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Preface

In the second edition of the monograph published originally in 1997, I preserved the

spirit of the first edition whereby the focus was on analytic and detailed analysis the
fundamental concepts associated with beam–wave interaction in various radiation

sources and accelerators. While the general framework of the material remained the

same, each chapter has been improved and expanded. In the following paragraphs,

I present the updated structure of the various chapters, skipping the introductory

chapter – Chap. 1.

Chapter 2 is dedicated to the basic electromagnetic theory. After discussing

Maxwell equations in general, I present simple homogeneous solutions

corresponding to the TEM, TM, TE, and hybrid modes. When the current density

is present, it is useful to employ Green’s function method for solution of the

electromagnetic field. Its formal description is accompanied by two examples

which illustrate the Cerenkov radiation in free space and in a waveguide. The

coherent process is also examined. Several finite length effects are considered, as

well as edge effects. Scattered waves phenomena are also discussed.

Chapter 3: All topics considered throughout the text rely on classical mechanics
and the basics are briefly discussed. Some of the methods of electrons generation

are considered followed by some principles of beam transport – including limiting

laws. Basic measures of beam quality are introduced. Space–charge waves are

investigated, as well as a few instabilities that may develop when these waves are

excited. Various radiation phenomena associated with accelerated charges con-

clude this chapter.

Chapter 4: In this chapter, I consider the fundamentals of beam–wave interaction

in a distributed slow-wave structure. A dielectric loaded waveguide was chosen as

the basic model in the first sections because it enables to illustrate the essence of the

interaction without the complications associated with complex boundary condi-

tions. Pierce’s theory for the traveling wave amplifier extended to the relativistic

regime is formulated and I present the operation of an oscillator in the context of

finite length effects. While the dynamics of the beam in all these topics was

considered in the framework of the hydrodynamic approximation, I gradually

elevate the level of description of particles dynamics by using the macroparticle
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approach, namely, by representing the ensemble by a large number of clusters of

electrons. This formalism enables to examine the interaction in phase-space either

in the linear regime of operation or close to saturation. It also facilitates investiga-

tion of tapered structures and analysis of the interaction of prebunched beams in

tapered structures. Further extension of the macroparticle approach to include the

effect of reflections enables to describe the operation of an amplifier and an

oscillator and obviously the transition from the former to the latter. A discussion

on the interaction with hybrid modes concludes this chapter.

Chapter 5: In this chapter I present various characteristics of periodic structures
with emphasis on those aspects relevant to interaction with electrons. Both closed

and open periodic structures are considered. Smith–Purcell effect is analyzed as a

particular case of a Green’s function calculation for an open structure and a simple

scattering problem is also considered. Planar and cylindrical Bragg waveguides are

analyzed, paving the way to optical acceleration structures. Two dimensional

periodic structures and some applications are considered. This chapter concludes

with three examples of a transient solution in periodic structures.

Chapter 6: Quasi-periodic structures are the focus of this chapter. They are

essential whenever it is required to maintain an interacting bunch in resonance with

the wave if high efficiency is a must. Nonadiabatic change of geometry dictates a

wide spatial spectrum, in which case the formulation of the interaction in terms of a

single wave with a varying amplitude and phase is inadequate and I present an

alternative approach. This is applicable to extraction sections in TWTs, klystron, or

gyrotrons, or for evaluating roughness effect on beam quality in the case of

advanced light sources. The chapter concludes with a discussion on a photoinjector.

Chapter 7: This chapter deals with the principles of free electron laser. Starting
with the spontaneous emission as an electron traverses an ideal wiggler, I investi-

gate coherent interaction in the low-gain and high-gain Compton regime. As in the

TWT case, the macroparticle approach is introduced and I conclude the chapter

with a brief overview of the various alternative schemes of free electron lasers and a

special section dedicated to X-ray sources.

Chapter 8: One of the important systems where beam–wave interaction in

periodic structures plays a crucial role is the particle accelerator. In the first part

of this chapter I discuss some basics of linear acceleration. In the second part, I

discuss various advanced acceleration concepts including, for example, accelera-

tion in plasma by either laser or electrons wake, as well as acceleration at optical

wavelengths.

Whenever possible I have referred the reader to experimental results although

this was definitely not my main goal because of two reasons: first, as stated initially,

my focus was to describe fundamental concepts and the models that can be

represented by analytic or quasi-analytic expressions to readers. Second, the prog-

ress in the advanced acceleration physics is so rapid that by the time the monograph

would be actually printed, some of the experimental results would become history.

Nevertheless, I have definitely addressed the reader to the relevant reference

whenever conceptually new ideas are supported by experiments.
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Many new exercises were added in all chapters and a small fraction of the new

material was formulated as exercises relying on the formulation in the specific

chapter. Most of the exercises are not trivial and they fit to an advanced graduate

course.

Now, to a few words of gratitude. Two mentors have influenced my research

activity as reflected in this monograph: Professor John A. Nation of Cornell

University during more than a decade of collaboration and Professor David Schieber

of the Technion during almost three decades of discussions and deliberations. They

both deserve my deepest gratitude. Three other individuals have impacted my

decisions at some key junctions: the late Professor Norman M. Kroll of UCSD to

whom I owe the encouragement to pursue the PASER concept at its early stages. To

Professor Ilan Ben Zvi I am in debt for diffusing my hesitations as a theoretician to

actually making an experiment and eventually performing the PASER experiment

at Brookhaven National Laboratory. Last but definitely not least, Professor Maury

Tigner of Cornell University. During a few discussions, he brought me to think

seriously about energy recovery in optical accelerators which I believe will be an

essential concept in the future.

Based on the first edition of the book, several mini-courses have been delivered

out of which I wish to express my gratitude for the opportunity to Professor Koji

Takata who organized the mini-course at KEK (Japan). To Mr. Guobin Fan the

Director of the Institute of Applied Electronics, China Academy of Engineering

Physics, Mianyang, Sichuan (China), and Dr. Zhuo Xu his deputy. They gathered a

bunch of researchers from all over the country to this 1 week mini-course.

A couple of years ago after the first edition of this monograph was already out-

of-print and even the copies available at Amazon were sold out, people from all

over the world started to contact me directly for available exemplars. At this point I

forwarded Dr. Chris Caron, the Topical Editor of Springer-Verlag, part of these

letters with the suggestion to print out a few hundreds of exemplars. After a while,

he had written to me with the suggestion to write a new edition. I was quite

embarrassed because, on the one hand, when I finished the first edition I promised

myself never to repeat the mistake of writing another book. On the other hand, it is

difficult to ignore the readers. Naturally, after almost 15 years I had only the LaTeX

version of the manuscript while the drawings were gone. To make a long story

short, the commitment of Mrs Lesley Price and Mrs Hanna Bismut to assist had

convinced me to commit to the laborious project. The first has agreed to convert the

LaTeX to MS Word while the second agreed to redo all the drawings, as well as to

make the new ones – about two hundreds overall. They both deserve my sincere

appreciation, without their help, I would have never completed the project. Obvi-

ously, Dr. Caron deserves the credit for his initiative, without him, this edition

would have never materialized.

Throughout the years, many students took courses that rely on the original text

and their valuable questions lead to this revised version. In fact, part of these

students, those whom I directly supervised during their graduate studies, had an

important impact on several topics added in this edition. Four of them I wish

to mention in the chronological order of their contributions: Dr. Samer Banna,
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Dr. Assaf Lahav, Dr. Amit Mizrahi, and Mr. Vadim Karagodsky. To all I thank for

the dedication and diligence manifested during our collaboration that is only

partially reflected in this edition.

Once the draft was completed, I have asked two colleagues to review the book

and spell out their criticism. Dr. Eric Colby (SLAC) and Dr. Wayne D. Kimura

(STI) did a wonderful job and their numerous suggestions have improved signifi-

cantly the monograph. Their willingness to help, as well as the precious time

they dedicated to the laborious task, is highly appreciated. Last but not least there

are the members of the editorial board of the series “Particle Acceleration and

Detection”, in which this book is published: their input and suggestions were

greatly appreciated.

Throughout the past 20 years and more, several agencies have directly supported

my research activity as reflected in this manuscript. I am listing them in chronologic

order: Rothschild Foundation, United States Department of Energy, United States

Air Force, Bi-National United States – Israel Foundation, Israel Science Founda-

tion, and the Kidron Foundation. Among these, four individuals from the US DoE

deserve personal appreciation for their support throughout the years: Dr. David

Sutter, Dr. Gerald Peters, Dr. Bruce Strauss, and Dr. L.K. Lin.

Finally, I wish to express my deepest gratitude for the support I was fortunate to

get from my parents Genia and Izu, my wife Tal, and my three children Michal,

Roy, and Yuval.

Haifa/Israel, June 2011 Levi Schächter
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Chapter 1

Introduction

This monograph aims to provide the reader with the foundation of rigorous analysis

of microwave and other radiation sources based on free electrons as well as some

basic electrons acceleration concepts. While for communication solid-state sources

provide all needs of mobile communication, in case of satellite, radar and a few

other applications vacuum tubes are virtually the only option.

Two major scientific programs rely on microwave or millimeter waves as part of

their operation. Millimeter waves heat up electrons that in turn raise the temperature

of the hydrogen-based plasma in order to facilitate fusion for future power plants.

Modern particle accelerators rely on the acceleration experienced by a relativistic

particle as it moves in the presence of a wave which propagates at the speed of light.

In fact, the analysis presented in this book relies on the experience gained from a

research program whose goal is to develop high power microwave radiation using

distributed interaction in quasi-periodic structures for particles accelerators.

Future plans may present great new challenges for the designer of radiation

sources. High-power radiation sources may contribute to repairing the ozone layer

which is so vital to life on earth. Another possible future application is to launch,

in low orbit, loads which would then be used to construct the international space

station. The latter approach may have a substantial advantage over chemical rockets

in which the weight of the load is a small fraction of the total rocket since in the case

of electromagnetic propulsion the load is the majority of the weight.

The heart of all the applications mentioned above and many others, is the

radiation source which can be of many kinds and a few of which are briefly over-

viewed in Sect 1.2. In all cases, the radiation is generated by converting kinetic

energy from electrons. These electrons form a beam which propagates in vacuum

where it interacts with electromagnetic waves in the presence of an auxiliary

structure. The development of these sources started at the beginning of the twenti-

eth century with the magnetron, followed by the klystron in the thirties, the

traveling wave tube in the late 1940s, the gyrotron in the early 1960s and the free

electron laser in the mid 1970s. These are a small fraction of the devices which

have been developed during the years and have played a crucial role in defense,

communication and research. Over the years, with the better understanding of their

L. Sch€achter, Beam-Wave Interaction in Periodic and Quasi-Periodic Structures,
Particle Acceleration and Detection, DOI 10.1007/978-3-642-19848-9_1,
# Springer-Verlag Berlin Heidelberg 2011
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operation principles, their performance improved and with it, the demand of the

systems’ designers. Consequently, the regime these tubes operate has broadened.

For example, the first traveling wave tubes operated in a continuous mode with

currents of the order of mA’s and beam voltages of kV’s whereas today, in

addition to these kind of tubes, one can find high-power devices which are driven

by kA’s beams (and sometime tens of kA’s) with voltages on the order of 1MV –

in a pulse mode. The six order of magnitude increase in current and three in the

voltage, correspond to an increase of nine orders of magnitude in the power level.

Consequently, entire new varieties of conceptual and technological problems

evolved. Obviously, power is not the only design parameter. Frequency, band-

width, tunability, stability and repetition rate are only a few of the considerations,

which should be taken into account while designing a radio frequency generator

or amplifier.

In this text we present a detailed description and analysis of the concepts

involved in the interaction of electromagnetic waves and electrons. Since we intend

to present a rigorous analysis, within the limits of a reasonably sized volume, we

chose a small fraction of the existing devices. Special attention is paid to various

aspects of the interaction in periodic or quasi-periodic structures. We start with

some basic concepts of electron-wave interaction.

1.1 Single-Particle Interaction

On its own, an electron cannot transfer energy via a linear process to a mono-

chromatic electromagnetic wave in vacuum if the interaction extends over a very

long region. In this introductory chapter we limit the discussion to single-particle
schemes. Collective effects, where the current is sufficiently high to affect the

electromagnetic field, are discussed in Chaps. 4, 6 and 7.

1.1.1 Infinite Length of Interaction

Far away from its source, in vacuum, an electromagnetic wave forms a plane wave

which is characterized by a wave-number whose magnitude equals the angular

frequency, o, of the source divided by c ¼ 299; 792; 458m/s, the phase velocity of

the plane wave in vacuum, and its direction of propagation is perpendicular to both

the electric and magnetic field. For the sake of simplicity let us assume that such a

wave propagates in the z direction and the component of the electric field is parallel

to the x axis i.e.,

Exðz; tÞ ¼ E0 cos o t� z

c

� �h i
: (1.1.1)
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If a charged particle moves at a uniform velocity v parallel to z axis, then the

electric field this charge experiences (neglecting the effect of the charge on the

wave) is given by

Ex zðtÞ; t½ � ¼ E0 cos o t� zðtÞ
c

� �� �
: (1.1.2)

A crude estimate for the particle’s trajectory may be assumed to be zðtÞ ’ vt;
therefore, if the charge moves in the presence of this wave from t ! �1 to t ! 1
then the average electric field it experiences is zero,

ð1
�1

dt cos ot 1� v

c

� �h i
¼ 0; (1.1.3)

even if the particle is highly relativistic (Pantell 1981). The lack of interaction can

be illustrated in a clearer way by superimposing the dispersion relation of the wave

and the particle on the same diagram – see Fig. 1.1. Explicitly, the relation between

energy and momentum for an electron, E ¼ c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þ ðmcÞ2

q
; where m ¼ 9:1094�

10�31 Kg is the rest mass of the electron and the corresponding relation for a photon

in free space E ¼ cp are plotted on the same diagram. For the interaction to take

place the electron has to change its initial state, subscript i, denoted by ðEi; piÞ along
the dispersion relation to the final, subscript f, denoted by ðEf ; pfÞ in such a way that
the resulting photon in case of emission or absorbed photon for absorption, has

exactly the same difference of energy and momentum i.e.,

Ei ¼ Ef þ Eph; (1.1.4)

and

pi ¼ pf þ pph: (1.1.5)

p

Ei

Ef

c2m2p2cE +=

cpE =

pi

E

pf

Fig. 1.1 The dispersion relation of a free electron, E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpcÞ2 þ ðmc2Þ2

q
; and an electromag-

netic plane wave in vacuum, E ¼ pc; are described on the same diagram. The dispersion relation

of the wave is also the asymptote of the dispersion relation of the electron. Consequently, it cannot

change its state along a line parallel to the asymptote. In other words, the energy and momentum

laws cannot be satisfied simultaneously

1.1 Single-Particle Interaction 3



In the case of vacuum this is impossible. Figure 1.1 reveals this fact graphically.

The expression, E ¼ cp; which describes the photon’s dispersion relation, is

parallel to the asymptote of the electron’s dispersion relation. Thus, if we start

from one point on the latter, a line parallel to E ¼ cp will never intersect the

particle’s line again. In other words, energy and momentum can not be conserved

simultaneously in vacuum.

1.1.2 Finite Length of Interaction

If we go back to (1.1.3) we observe that if the electron spends only a finite time in

the interaction region then it can experience a net electric field. Let us denote by � T
the time the electron enters the interaction region and by T the exit time. The

average electric field experienced by the electron (subject to the same assumptions

indicated above) is

hEi ¼ E0

1

2T

ðT
�T

dt cos ot 1� v

c

� �h i
¼ E0 sinc oT 1� v

c

� �h i
(1.1.6)

here sincðxÞ ¼ sinðxÞ=x. This is to say that if the time the electron spends in the

interaction region, as measured in its frame of reference, is small on the scale of the

radiation period T0 ¼ 2p=o then the net electric field it experiences is not zero.

From the perspective of the conservation laws, the interaction is possible since

although the energy conservation remains unchanged i.e.,

Ei ¼ Ef þ �ho; (1.1.7)

the constraint on momentum conservation was released somewhat and it reads

pi � pf � �h
o
c

			 			< �h

cT
; (1.1.8)

which clearly is less stringent than in (1.1.5) as also illustrated in Fig. 1.2; �h ¼
1:05457� 10�34J � sec is the Planck constant. The operation of the klystron relies

p

Ei

Ef

c2m2p2cE +=

pi

E

cpE =

pf

Fig. 1.2 The dispersion

relation of a free electron,

E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpcÞ2 þ ðmc2Þ2

q
; and

an electromagnetic plane

wave in vacuum, E ¼ pc; are
described on the same

diagram. The constraint on

the momentum conservation

is less stringent because the

interaction occurs in a finite

length

4 1 Introduction



on the interaction of an electron with a wave in a region which is shorter than the

radiation wavelength.

1.1.3 Cerenkov Interaction

It was previously indicated that since the dispersion curve of the photon is parallel

to the asymptote of the electron’s dispersion relation, the interaction is not possible

in an infinite domain. However, it is possible to change the slope of the photon,

namely to change its phase velocity – see Fig. 1.3. The easiest way to do so is by

“loading” the medium where the wave propagates with a material whose dielectric

coefficient is larger than one. Denoting the refraction coefficient by n, the disper-

sion relation of the photon is given by

Eph ¼ c

n
pph; (1.1.9)

while the dispersion relation of the electron remains unchanged. Substituting in

the expressions for the energy and the momentum conservation laws we find that

the condition for the interaction to occur is

c

n
¼ v; (1.1.10)

where it was assumed that the electron’s recoil is relatively small i.e., �ho=mc2 � 1.

The result in (1.1.10) indicates that for the interaction to occur, the phase-velocity in
the medium has to equal the velocity of the particle. This is the so-called Cerenkov

condition in the 1D case. Although dielectric loading is conceptually simple, it is

not always practical because of electric charges that accumulate on the surface and

of a relatively low breakdown threshold, which is critical in high-power devices.

For these reasons, the phase velocity is typically slowed down using metallic

structures with periodic boundaries. The operation of traveling wave tubes

p

c2m2p2cE +=

pi

cpE =

fp

( )pncE /=

Ei

E

Ef

Fig. 1.3 The interaction of

an electron with an

electromagnetic wave whose

phase velocity is smaller than

c is possible
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(or backward wave oscillators) relies on this concept and it will be discussed

extensively in Chaps. 4, 5 and 6.

1.1.4 Compton Scattering: Static Fields

Not only a structure with periodic boundaries facilitates the interaction between

electrons and electromagnetic waves, but also periodic fields. For example, if a

magneto-static field of periodicity L is applied on the electron in the interaction

region, then this field serves as a momentum “reservoir” which can supply momen-

tum quanta of n�hð2p=LÞ where n ¼ 0;�1;�2; :::; see Fig. 1.4. The energy conser-

vation law remains unchanged i.e.,

Ei ¼ Ef þ Eph; (1.1.11)

but the momentum is balanced by the applied static field

pi ¼ pf þ pph þ �h
2p
L
n: (1.1.12)

For a relativistic particle ðb ’ 1Þ and when the electron’s recoil is assumed to be

small, these two expressions determine the so-called resonance condition which

reads

o ’ 2g2
2pc
L

n


 �
; (1.1.13)

where g � ½1� ðv=cÞ2��1=2
. Note that the frequency of the emitted photon depends

on the velocity of the electron, which means that by varying the velocity we can

change the operating frequency. A radiation source that possesses this feature is a

tunable source. Identical result is achievable if we assume a periodic electrostatic

field and both field configurations are employed in free electron lasers discussed

in Chap. 7.

p

Ei

c2m2p2cE +=

pi

E

cpE =
Ef

Lnh/

pf

Fig. 1.4 The interaction of

an electron with an

electromagnetic wave in a

periodic static field whose

periodicity is L
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1.1.5 Compton Scattering: Dynamic Fields

Static electric or magnetic field can be conceived as limiting cases of a dynamic

field of zero or vanishingly small frequency and we indicated above that they

facilitate the interaction between an electron and a wave. Consequently, we may

expect that the interaction of an electron with a wave will occur in the presence of

another wave. Indeed, if we have an initial wave of frequency o1 and the emitted

wave is at a frequency o2 the conservation laws read

Ei þ �ho1 ¼ Ef þ �ho2; (1.1.14)

and

pi ¼ pf þ �h
o1

c
þ �h

o2

c
: (1.1.15)

Following the same procedure as above, the ratio between the frequencies of

the two waves is

o2

o1

’ 4g2; (1.1.16)

which is by a factor of 2 larger than in the static case. Figure 1.5 illustrates this

process and it will be elaborated in more detail in Chap. 8.

1.1.6 Uniform Magnetic Field

A periodic magnetic field can provide quanta of momentum necessary to satisfy

the conservation law. It does not affect the average energy of the particle. The

opposite happens when the electron moves in a uniform magnetic field (B): there

p

Ei

pi

E

cpE =
Ef

pf

c2m2p2cE +=

E1

E2

Fig. 1.5 The interaction of

an electron with an

electromagnetic wave in the

presence of another

electromagnetic wave
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is no change in the momentum of the particle whereas its energy may vary

according to

En ¼ c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þ ðmcÞ2 � 2n�heB

q
; (1.1.17)

where e ¼ 1:6022� 10�19Cb is the charge of the electron and n ¼ 0;�1;�2:::.
For most practical purposes the energy associated with the magnetic field is

much smaller than the energy of the electron therefore we can approximate

Ei � n1�h
ec2B

Ei

¼ Ef � n2�h
ec2B

Ef

þ Eph; (1.1.18)

and the momentum conservation remains unchanged i.e.,

pi ¼ pf þ pph: (1.1.19)

From these two equations we find that the frequency of the emitted photon is

o ¼ 2g
eB

m
¼ 2g2

eB

mg


 �
: (1.1.20)

The last term is known as the relativistic cyclotron angular frequency, oc;rel �
eB=mg. Figure 1.6 illustrates schematically this type of interaction. It indicates that

the dispersion line of the electron is split by the magnetic field in many lines (index n)
and the interaction is possible since the electron can move from one line to

another. Gyrotron’s operation relies on this mechanism and it is discussed briefly

in the next section.

1.2 Radiation Sources: Brief Overview

There are numerous types of radiation sources driven by electron beams. Our

purpose in this section is to continue the qualitative discussion from the previous

section and briefly describe the operation principles of one “member” of each class

p

E

cpE =

Ef

pf pi

Ei

1+n

n

1-n

Fig. 1.6 The interaction of

an electron with an

electromagnetic wave in the

presence of a uniform

magnetic field

E ¼ c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þ m2c2 � 2neB�h

p
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of what we consider the main classes of radiation sources. A few comments on

experimental work will be made but for further details, the reader is referred to

recent review studies. The discussion continues with the classification of the major

radiation sources according to several criteria which we found to be instructive.

1.2.1 The Klystron

The klystron was one of the first radiation sources to be developed (Varian and

Varian 1939). It is a device in which the interaction between the particle and the

wave is localized to the close vicinity of a gap of a cavity, as illustrated in Fig. 1.7.

Electrons move along a drift tube whose geometry is chosen such that at the

frequency of interest it does not allow the electromagnetic wave to propagate.

The latter is confined to cavities attached to the drift tube. The wave which feeds

the first cavity modulates the velocity of the otherwise uniform beam. This means

that after the cavity, half of the electrons have a velocity slightly larger than the

average beam velocity whereas the second half has a smaller velocity. According to

the change in the velocity of the electrons the beam becomes bunched down the

stream since accelerated electrons from one period of the electromagnetic wave

catch up with the decelerated electrons from the previous period. When this bunch

enters the gap of another cavity, it may generate radiation very efficiently.

The operation of a klystron driven by a relativistic electron beam is different

from that described above for a non-relativistic beam. If we were to use the same

implementation in the case of a relativistic beam, then the distance the beam has to

propagate in order to become density modulated is prohibitively long since the

change in velocity is relatively small. What comes to our aid in the relativistic case

is the fact that the current is much higher comparing to the non-relativistic case and

when bunching the beam, we generate the, so-called, space-charge waves (Nation
1970). Fortunately, the velocity modulation from the input cavity translates in a

density modulation in a quarter period of the plasma wave number (defined in

Chap. 3) which is inversely-proportional to the square root of the current. Conse-

quently, if the current is sufficiently high, then the distance between two cavities

again becomes reasonable.

For efficient modulation of the beam, the quality factor of the cavities has to be

high and therefore in general the klystron is not a tunable device. In high power

Cathode

Input
Output

Collector

Fig. 1.7 The basic configuration of a klystron: the first cavity bunches the beam, the second

amplifies the modulation and the third extracts power from the beam and converts it into radiation

power
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devices the choice of geometry is a trade-off between a small cavity gap required

for good modulation and a large gap required to sustain the large electric field in the

gap associated with high power levels. The most recent generation of high power

klystron operates at 11.4 GHz it is driven by 440 kV, 500 A beam (Caryotakis 1994)

and the goal is to generate power levels of the order of 100 MW in a 1.5 ms pulse for
the Next Linear Collider (NLC) developed at SLAC National Accelerator Labora-

tory. Another class of high power klystrons was developed during the 1980s and

1990s by Friedman and Serlin (1985). Operating at relatively low frequencies

(~1 GHz) the transverse geometry was chosen to be sufficiently large such that

large amounts of current can be injected before reaching the limiting current (to be

discussed in Chap. 3). In this case (Lau 1989), annular beams were shown to have

significant advantages in generating multi-gigawatt pulses (Serlin and Friedman

1994).

1.2.2 The Traveling Wave Tube

The traveling wave tube (TWT) is a Cerenkov device, namely the phase velocity of

the interacting wave is smaller than c and contrary to the klystron where the

interaction occurs in the close vicinity of the cavity’s gap, the interaction is

distributed along many wavelengths. Generally speaking, as the beam and the

wave advance, the beam gets modulated by the electric field of the wave and in

turn, the modulated beam increases the amplitude of the electric field. In this

process, both the beam modulation and the radiation field grow exponentially in

space. The coupling between the wave and the beam is determined by the interac-

tion impedance, which is a measure of the electric field acting on the electrons (E)
for a given total electromagnetic power (P) flowing in the system

Zint ¼ E2

2k2P
; (1.2.1)

where k is the wave-number. This definition introduced first by Pierce (1950) is the

basis of his theory of the TWT, which is in very good agreement with experiments

in uniform and low power devices. Nation (1970) first introduced the concept of

using space-charge waves in order to generate high power microwave radiation

with traveling wave structures.

The TWT can be designed to be a broad-band device and it can occur in various

configurations: helix, disk-loaded waveguide (coupled cavities), dielectric loaded

waveguide, gratings, dielectrically coated metal and others. Several of these

configurations are illustrated in Fig. 1.8a–e. Whenever the electromagnetic wave

can propagate parallel to the beam, it means that a wave can also propagate in the

opposite direction. Therefore the input is not isolated from the output, and in

amplifiers, this problem can be detrimental. At the same time this is the basis for

the design of an oscillator.
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In the interaction process the electron oscillates primarily along the major axis

(z-direction) and the interaction is with the parallel component of the electric field.

Correspondingly, the interaction occurs here with the transverse magnetic (TM)

mode. This device will be extensively treated due to its relative simplicity and

relevance to a wide range of other devices (gyrotrons, free electron lasers).

1.2.3 The Gyrotron

The gyrotron relies on the interaction between an annular beam, gyrating around

the axis of symmetry due to an applied magnetic field, and a transverse electric (TE)

mode. The concept of generating coherent radiation from electrons gyrating in a

magnetic field was proposed independently by three different researchers in the late

1950s, Twiss (1958), Schneider (1959) and Gaponov (1959), and it has attracted

substantial attention due to its potential to generate millimeter and sub-millimeter

radiation.

Electrons move azimuthally and they get bunched by the corresponding azi-

muthal electric field. As in the case of the TWT the bunches act back on the field

and amplify it. In contrast to traveling wave tubes or klystrons in which the beam

typically interacts with the lowest mode, in the gyrotron the interaction is with high

modes therefore various suppression techniques are employed in order to obtain

coherent operation with a single mode.

OutputCathode

Cathode

Cathode

CollectorCathode

Cathode

Input
Output

Output
Input

a

b

c

d

e

Fig. 1.8 (a–e) The basic
configurtion of a traveling

wave amplifier: (a) helix (b)
coupled cavity structure (c)
based on a dielectric loaded

waveguide (d) based on an

open dielectric structure and

(e) based on an open periodic

structure
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The operation frequency is determined by the applied magnetic field, the energy

of the electrons and, in cases of high mode operation, also by the radius of the

waveguide:

o ¼ ocgþ gb
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

c þ o2
co

q
; (1.2.2)

where b ¼ v=c, oc ¼ eB=m and oco is the cutoff frequency of the mode. The

operating frequency in this case can reach very high values: for a magnetic field

of 1T and g ’ 2:5 the operation frequency is of the order of 150 GHz or higher

according to the mode with which the electrons interact.

Since the interaction of the electrons is with an azimuthal electric field, it is

necessary to provide the electrons with maximum momentum in this direction. The

parameter which is used as a measure of the injected momentum is the ratio of the

transverse to longitudinal momentum a � v?=vz. This transverse motion is

acquired by the electrons in the gun region as can be deduced from the schematics

illustrated in Fig. 1.9. In relativistic devices this ratio is typically smaller than unity

whereas in non-relativistic devices it can be somewhat larger than one.

Beam location is also very important. In the TWT case the interaction is with the

lowest symmetric TM mode. Specifically, the electrons usually form a pencil beam

and they interact with the longitudinal electric field, which has a maximum on axis.

We indicated that gyrotrons operate with high TE modes and the higher the mode,

the higher the number of nulls the azimuthal electric field has along the radial

direction. Between each two nulls there is a peak value of this field. It is crucial to

have the annular beam on one of these peaks for an efficient interaction to take

place.

Reviews of gyrotrons have been given by Flaygin et al. (1977) and Hirshfield

and Granatstein (1977). An instructive overview of gyrotron theory was published

by Baird (1987) and the experimental results were reviewed by Granatstein

(1987). Two updated textbooks on gyrotrons were s published in the past few

years: one (Kartikeyan et al. 2004) that has a more experimental flavor and the

second, Nusinovich (2004), which is more theory oriented. Two important exper-

imental results were reported recently. Sakamoto reported (Sakamoto et al. 2007)

generation of 1 MW, cw operation at 170 GHz, for gyrotron plasma heating and

current drive for ITER (International Thermonuclear Experimental Reactor).

Circuit Coil

Second Anode

Gun Coil

Cathode

Open Cavity

First Anode
Fig. 1.9 The basic

configuration of a gyratron.

The magnetic insulated gun

(MIG) generates electrons

which spin azimuthally

therefore they are suitable for

interaction with a transverse

electric (TE) mode
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More recently 1.5 kW of 1 THz radiation were generated with a pulsed magnetic

field magnetron were generated at the Institute of Applied Physics, Nizhny

Novgorod (Glyavin et al. 2008).

1.2.4 The Free Electron Laser

The free electron laser (FEL) will be discussed in detail in Chap. 7. As the gyrotron,

it is a fast-wave device in the sense that the interacting electromagnetic wave has a

phase velocity larger or equal to c but instead of a uniform magnetic field it has a

periodic magnetic field. The “conventional” free electron laser has a magnetic field

perpendicular to the main component of the beam velocity. As a result, the electrons

undergo a transverse oscillatory motion, which is suitable for interaction with either

a TE or a TEM mode. The oscillation of electrons is in the transverse direction but

the bunching is longitudinal and in this last regard the process is similar to the one

in the traveling wave tube. However, its major advantage is the fact that it does not

require a metallic structure for the interaction to take place. Consequently, it has the

potential to either generate very high power at which the contact of radiation with

metallic walls would create very serious problems, or produce radiation at UV,

XUV or X-ray where there are no other coherent radiation sources. Figure 1.10

illustrates the basic configuration.

1.2.5 The Magnetron

Themagnetron was invented at the beginning of the twentieth century (Hull 1921a, b)

and it played a pivotal role in the radar development in WWII due to its relative

high efficiency. Because of its complexity there is no analytical model which can

describe its operation adequately as a whole. In recent years, great progress has

been made in the understanding of the various processes with the aid of particle in

cell (PIC) codes. Its operation combines potential and kinetic energy conversion.

Figure 1.11 illustrates the basic configuration. Electrons are generated on the

cathode (inner surface) and since a perpendicular magnetic field is applied, they

form a flow which rotates azimuthally. The magnetic field and the voltage applied

on the anode are chosen in such a way that, in equilibrium, the average velocity of

the electrons equals the phase velocity of the wave supported by the periodic

structure at the frequency of interest.

N N N NSS S S

N NSS S S NCathode N

Fig. 1.10 The schematic of a

free electron laser
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A simplistic picture of the interaction can be conceived in the following way:

electrons which lose energy to the wave via the Cerenkov type interaction, move in

upward trajectories – closer to the anode. Consequently, two processes occur.

Firstly, the closer the electron is to the periodic surface the stronger the radiation

field and therefore the deceleration is larger, causing a further motion upwards.

Secondly, as it moves upwards its (dc) potential energy varies. Again, this is

converted into electromagnetic energy.

Two major differences between the magnetron and other radiation sources

mentioned above, are evident: (1) in the magnetron, the beam generation, accelera-

tion and collection occur all in the same region where the interaction takes place.

(2) The potential energy associated with the presence of the charge in the gap plays

an important role in the interaction; the other device where this is important is the

vircator briefly discussed in the next sub-section. High power magnetrons are

primarily used as drivers for medical accelerators and recently deposition of thin

layers of various materials (sputtering) – see (Sarakinos et al. 2010).

1.2.6 The Vircator

The vircator takes advantage of the fact that the amount of current generated by a

given voltage that can be injected into a grounded metallic waveguide is limited.

Any current injected above this limit is reflected, but on average there is a finite

amount of charge in the waveguide – see Fig. 1.12. This charge forms what is called

a virtual cathode (i.e. negative potential) which can be conceived as the reason for

the reflection of the electrons. These oscillate between the real and the virtual

v

B

Fig. 1.11 The schematic of a

magnetron

V<0

Output RF

Virtual
Cathode

Fig. 1.12 The schematic of a

vircator
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cathode at a frequency which is directly related to the electrons’ density (plasma

frequency). A review of the vircator’s theory has been given by Sullivan et al.

(1987) and later Alyokhin et al. (1994) presented a review of the various studies.

1.2.7 Classification Criteria

The variety of operation principles and consequently of devices does not allow to

define a single criterion for their classification. We start our discussion with the

trivial observation that any radiation source consists of at least two components:

electron beam and electromagnetic wave. From the wave perspective the first

question we should ask is whether it is guided or confined by metallic walls as is

the case in most sources, or if it can propagate in free space as is the case in a few of

the free electron laser schemes. If it is guided, then the next question is whether its

phase velocity is smaller or greater than c. The first category is that of slow-wave
devices and its main members are the traveling wave tube and the backward wave
oscillator (BWO). The second category that of fast-wave devices, consists of the

gyrotron, cyclotron auto-resonance maser (CARM) and the free electron laser.

Among the slow-wave structures, there is room for an additional subdivision

since there are closed or open slow-wave structures. Although the great majority

of today’s systems rely on closed structures, the continuous demand for high

frequency sources will continuously enhance the number of devices that have

open structures as their main component; primarily because of the relatively limited

number of modes that may develop.

Still in the context of the electromagnetic wave, the various sources can be

classified according to the interacting mode. In TWTs the interaction is always with

the transverse magnetic (TM) mode whereas in gyrotrons the interaction is always

with the transverse electric (TE) mode. FELs, on the other hand, may interact with

either TE or TEM mode. Combinations of TE and TM modes (hybrid) are, in

general destructive – as happens in acceleration sections where the hybrid mode

(HE11) causes beam-breakup. However, this effect can be utilized for constructive

purposes in particular when a highly relativistic beam has to be dumped to the wall.

Beam break-up is discussed in Chap. 8.

Even in two devices in which the interaction is with the same mode, say TM

mode such as in the case of TWT and klystron, there is room for additional sub-

division regarding the character of the interaction. In the TWT (as in FEL, gyrotron

and magnetron) the interaction is distributed and it occurs over many wavelengths.

On the other hand, in a klystron, the interaction is localized and it is limited to the

close vicinity of the cavity’s gap – which is typically a fraction of the wavelength.

The electromagnetic structure determines whether there are reflections in the

system and, as we shall see in Chaps. 4 and 6, these determine if the system

operates as an amplifier or an oscillator. In the case of metallic periodic structures,

the feedback can be designed to be part of the electromagnetic characteristics of

the structure as happens in the case of the backward wave oscillator. Furthermore,
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the transverse dimension of the structure determines the number of electromag-

netic modes in the structure. In most cases, the geometry is chosen such that a single

mode is supported at a given frequency but there are cases where frequency or power

impose large geometry therefore the system becomes a multi-mode device. This is

the case for gyrotrons and also a few Cerenkov devices, e.g., Bugaev et al. (1990).

If we examine the sources from the point of view of the electron beam there are

also many possible classifications. High-power devices utilize typically relativistic

beams and devices like the free electron laser have meaningful operations primarily

in this regime. Others like the TWT, gyrotron and klystron can operate either with

relativistic or non-relativistic electrons. Relativistic beams in many cases are

associated not only with high voltages (>200 kV) but also high currents

(>250 A) which implies high power levels (>50 MW). These can be sustained

for relatively short periods of time; typically of the order of 1 ms or shorter. In many

of the cases of interest, several such pulses are fired per second and this is referred

to as the repetition rate. For example, in case of the SLAC X-band klystron

mentioned above, the tube is driven by 1.5 ms long electron pulses at a repetition

rate of 180 Hz. At the other extreme, there are continuous wave (CW) sources such

as magnetrons, gyrotrons and TWTs, which operate at high average power

(>1 kW). Repetitive pulse sources, such as the one driven by the 50 MW beam

mentioned above, may provide a maximum average power (assuming 50% rf

efficiency conversion) of 2.5 W if the pulse duration is 100 ns and the repetition

rate is 1 Hz. At 1 ms and 10 Hz the average power goes up to 250 W.

Without exception the beam has to be guided, otherwise the electrons blow apart

and they are of no use for energy exchange. In most cases, the beam is guided by a

uniform magnetic field and in a small fraction by a permanent periodic magnetic

field. In the gyrotron or the free electron laser this field plays a crucial role in the

interaction process itself. Furthermore, in cross-field devices the uniform magnetic

field is accompanied by a perpendicular electric field that also contributes to the

interaction.

Beam quality, which is associated with fluctuations in the energy around the

average value, is another classification criterion. This topic is addressed in

Sect. 3.4.4 and it is of particular interest in accelerators and in free electron lasers.

In the former because the electrons have to travel very long distances and ultimately

have to be focused with great precision, therefore both the transverse and longitu-

dinal momentum are important. In free electron lasers, this parameter is important

as we go up in frequency and in fact beam quality is one of the major limitations of

today’s free electron lasers – at least with regard to optical or shorter wavelengths.

Energy conversion efficiency brings us to another possible way of classification,

based on whether the initial beam is uniform or pre-bunched. In the latter case, the

efficiency of energy extraction can be very high. There are basically two ways to

pre-bunch a beam: either in a two (or more) stage system as in a klystron or to form

the bunches at the same place where the electrons are generated, namely to produce

bunches in which all electrons have the same velocity. In this regard the way the

electrons are generated is critical and may have a dramatic impact on the perfor-

mance of the device.
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Finally, the amount of current injected into the system can also be used for

classification of sources. SLAC klystrons, for example, operate well below the

limiting current whereas the relativistic klystron amplifier (RKA) developed at

NRL by Friedman and Serlin (1985) operates close to the limiting current. At the

extreme, the vircator operates well above the limiting current.

1.3 Accelerators

It is virtually impossible to cover in depth the variety of topics involved in the

operation of modern accelerators in a single monograph therefore, the compro-

mise we adopt is to focus on a few basic phenomena which are directly related to

beam-wave interaction in periodic or quasi-periodic structures. Motivated by the

essentials of beam-wave interaction, as in the previous section, we focus on several

aspects of particle acceleration. Specifically, in this sub-section, we discuss super-

ficially several topics: rf photo-injectors and linear accelerators, circular machines

and damping ring and some essentials of advanced acceleration concepts. If the

reader is interested in topics that are not covered by this text, there is a large variety

of books that cover different aspects of accelerator physics. Starting from the

handbook by Chao and Tigner (1998), to milestone articles edited by Pellegrini

and Sessler (1995) and didactic volumes of Wiedemann (1999a, b) or Lee (2004)

and others that I omitted and I owe them my apology.

1.3.1 RF Photo Injector

A linear collider or an FEL based light source require very good quality electron

beam in particular for generating short wavelengths moreover, a high peak current

is necessary for a reasonable gain. After the demonstration of infra-red (IR) radia-

tion amplification by electrons in a wiggler by Elias et al. (1976), these require-

ments were already met by the best conventional injectors (dc gun + buncher).

Westenskow and Madey (1984) proposed to put a thermionic cathode in an rf

cavity. This new gun named “rf gun” or “microwave gun” was used as a bright

electron source for the Mark III FEL. Meanwhile, it was found that very high

current densities could be obtained from semiconductor photo-cathodes and in the

late 1980s the first demonstration of a FEL driven by electrons from a laser

irradiated photocathode was reported at Stanford by Curtin et al. (1990). Since

then, rf photo-injectors became the standard in any linear accelerator design.

Conceptually, an rf-photo-injector consists of a photocathode placed in an rf

cavity illuminated by a laser which, in turn, delivers short pulses and since their

duration is much shorter than the rf period, as they leave the cathode, the emerging

electrons are already bunched. Comparing to the normal thermionic cathodes that

for extended life-time are limited to about 10 A cm�2, photo-cathodes may deliver
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very high current densities (hundreds of A cm�2) but the actual current density is

determined by the required life-time and the beam quality necessary for the specific

application. A high-power (SLAC’s 2,856 MHz) klystron feeds a relatively short

(1.5 cell) acceleration structure and the rf field accelerates the electrons –

McDonald et al. (1988). Typically 5–10 ps pulses of 1 nC are available and the

outgoing electrons have an energy of less than 10MeV. Schematic of the Brookhaven

National Laboratory (BNL) design is illustrated in Fig. 1.13 and a review of the state

of the art was compiled by Russell (2003).

1.3.2 Damping Ring

One or more acceleration modules according to the specifications of the required

system follow a photo-injector. Such a module consists of either a series of

coupled cavity structure or disk-loaded waveguide. A wave that has a longitudinal

electric field and moves at the speed of light in vacuum is supported by this kind

of structure. As a result, a relativistic electron experiences a constant electric

field. A detail of the processes associated with this acceleration process is

discussed in more detail in Chap. 8. In this section we adopt a system-oriented

approach and consider the next central component of a linear collider, this is the

damping ring. It was pointed out above that an electron moving at a constant

velocity in vacuum does not radiate however, if it accelerates then it may radiate.

In fact, if the acceleration is perpendicular to the trajectory, the power emitted

(synchrotron radiation) is proportional to g4 thus the electron is decelerated. This

effect plays a crucial role in damping rings which, in turn, is vital for reducing

Photocathode S Band

Master
Oscillator

Klystron

Wave Guide

Driver Laser

RF Tuner

Beam Exit

Fig. 1.13 The schematic of

an rf photo-injector
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the “temperature” of relativistic electrons. Low “temperature” is essential when

nanometer size bunches need to collide after being accelerated along many

kilometers in a linear collider. In order to assess the difficulty in the latter case

we need to remember that charged particles tend to repel each other therefore, if

no action is taken, the bunch will spread out leading to fewer collisions (events)

than a narrowly focused one. To avoid this spread-out, the electron and positron

bunches are injected into damping rings (DR). Here the particles’ trajectory is

bended by vertical magnetic fields and they are decelerated according to their

energy. Along the circumference of the ring, acceleration modules recuperate the

deficit in the momentum but this is provided only in the longitudinal direction. In
other words, as the bunches circulate in the damping ring, they lose energy by

synchrotron radiation and are re-accelerated each time they pass through a cavity.

The synchrotron radiation reduces the motion in all direction, while the cavity

re-accelerates only those in the desired direction. Thus, the bunch of electrons or

positrons becomes more and more parallel in motion as the radiation “damps out”

motion in the undesired directions. As this monograph is being written significant

efforts are dedicated by the accelerator physics community to the design of the

damping rings of the International Linear Collider (ILC). Although this is remote

from the focus of this monograph, it should be also mentioned that circular

machines are employed for the acceleration of ions since the synchrotron radia-

tion by heavy particle is negligible comparing to that emitted by electrons. As a

result, ions can be accelerated when following a circular trajectory without a

significant energy loss.

Beyond the injector, the damping ring and the main accelerator body, a linear

collider consists of a set of magnet(s) that focus the electrons and positrons to the

interaction point. The dynamics of the particles in this region is not in our scope in

the framework of this monograph.

1.3.3 Advanced Acceleration Concepts

Charged particles are accelerated in either a cavity or slow-wave structure by an

electromagnetic wave. The latter’s frequency varies between 500 MHz to 30 GHz

and the power levels scale, as a rough estimate for a given gradient, as P / f�2

therefore it is just natural to aim for higher frequencies since the necessary power is

reduced accordingly. Moreover, the threshold for breakdown at higher frequencies

is elevated facilitating higher gradients thus shorter structures. Beyond 30 GHz the

availability of high-power radiation sources is limited until we get into the optical

range 10–0.5 mm. Reducing the operating wavelength by four orders of magnitude

entails a reduction of about 2 orders of magnitude in the longitudinal dimension –

assuming that all the other components (optics, cryogenics and vacuum systems)

can be scaled like the acceleration structure. As a result, the 30 km long ILC may be

accommodated within the 2-miles long tunnel at SLAC if the operating wavelength

is 1 mm. Obviously nature is not as generous with us and many obstacles ought to be
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removed before this wishful thinking will become a feasible alternative and in this

text we shall discuss a few.

Laser acceleration is very appealing since the technology is already being

developed by the communication industry and the drastic change in the operating

frequency leads to a few revolutionary alternatives. For example, in this frequency

range metals have much higher loss comparing to dielectrics therefore, the acceler-

ation structure should be of dielectric material which for ages was a taboo in the

accelerators community. An even more revolutionary concept is the use of plasma.

From the first days of vacuum tubes, it was clear that in order to have a reasonable

control of the charged particles they must move in vacuum in order to avoid

decoherence due to scattering with surrounding atoms/molecules (hydrogen). The

powerful laser available today facilitate to generate intense plasma waves

(gradients of 200 GV/m!!) which may be employed to accelerate electrons. In

this text we briefly consider acceleration in plasma but we will consider laser

acceleration in dielectric structures. Readers interested in laser driven acceleration

in plasma can consider a recent review article by Esarey et al. (2009).

1.4 Choice and Organization of the Material

With such a variety of concepts and paradigms we owe the reader an explanation of

how the material was selected, and why we chose to present one topic, whereas

another, which might be as important, was left out. The principle that directed me

was to have a coherent and thorough presentation of the beam-wave interaction in a

few modern devices with most mathematical details that enable a simple descrip-

tion of their operation.

From the very beginning, it was clear that it is virtually impossible to meet the

requirement of detailed presentation and encompass the whole variety of sources

and interaction schemes, discussed above, in one reasonably-sized volume. During

the nineties, I was actively involved in the development of high-power, high-

efficiency traveling wave amplifiers whereas during the last decade my focus has

shifted to advanced acceleration concepts. These facts have biased the choice of

presentation towards the interaction in periodic and quasi-periodic structures.
The book can be divided into three parts. The first includes Chaps. 2 and 3

which present some of the elementary concepts in the electromagnetic theory and

electrons’ dynamics which are relevant to beam-wave interaction. The second part

includes Chaps. 4, 5 and 6. It addresses the interaction in periodic (and quasi-

periodic) metallic structures. The third part (Chaps. 7 and 8) focuses on free

electron laser and an introduction the linear acceleration. Let us now briefly review

the content of the various chapters.

Chapter 2. After we discuss Maxwell equations in general we present simple

homogeneous solutions corresponding to the TEM, TM, TE and hybrid modes.

When the current-density is present it is useful to use Green’s function method for

solution of the electromagnetic field. Its formal description is accompanied by two
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examples which illustrate the Cerenkov radiation in free space and in a waveguide.

Several finite length effects are considered as well as edge effects. Scattered waves

phenomena are also discussed.

Chapter 3. All topics considered throughout the text rely on classical mechanics
and the basics are briefly discussed. Some of the methods of electrons generation

are considered followed by some principle of beam transport – including limiting

laws (e.g. Child-Langmuir). In this context, some of the basic measures (emittance

and brightness) are introduced. Space-charge waves are introduced and some of the

fundamental instabilities that may develop when these waves are excited. Various

radiation phenomena conclude this chapter.

Chapter 4. In this chapter we investigate the fundamentals of beam-wave

interaction in a distributed slow-wave structure. A dielectric loaded waveguide

was chosen as the basic model in the first sections because it enables us to illustrate

the essence of the interaction without the complications associated with complex

boundary conditions. In the first section, we present part of Pierce’s theory for the

traveling wave amplifier applied to dielectric loaded structure and extended to the

relativistic regime. Finite length effects are considered and the operation of an

oscillator is described. While the dynamics of the beam in all these topics was

considered in the framework of the hydrodynamic approximation, we elevate the

level of description of particles dynamics by employing the macro-particle

approach namely, by representing the ensemble by a large number of clusters of

electrons. This formalism enables us to examine the interaction in phase-space

either in the linear regime of operation or close to saturation. It also facilitates

investigation of tapered structures and analysis of the interaction of pre-bunched

beams in tapered structures. Further extension of the macro-particle approach

to include the effect of reflections enables us to describe the operation of an ampli-

fier and an oscillator and obviously the transition from the former to the latter.

A discussion on the interaction with hybrid modes concludes this chapter.

Chapter 5. This chapter presents various characteristics of periodic structures
with emphasis on those aspects relevant to interaction with electrons. First we

present the basic theorem of periodic structures, namely the Floquet theorem.

Following this theorem we bring an investigation of closed and open periodic

structures. Smith-Purcell effect is considered as a particular case of a Green’s

function calculation for an open structure and a simple scattering problem is also

considered. Planar and cylindrical Bragg waveguides are being analyzed, paving

the way to optical acceleration structures. Two dimensional periodic structures are

being considered and some applications are considered. The chapter concludes with

three examples of a transient solution in periodic structures.

Chapter 6. This chapter deals with metallic quasi-periodic structures which,

among others, are required in order to maintain an interacting bunch in resonance

with the wave when high efficiency is required. Non-adiabatic change of geometry

dictates a wide spatial spectrum, in which case the formulation of the interaction in

terms of a single wave with a varying amplitude and phase is inadequate. In fact,

the electromagnetic field cannot be expressed in a simple (analytic) form if sub-

stantial geometric variations occur from one cell to another. To be more specific: in
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uniform or weakly tapered structures the beam-wave interaction is analyzed assum-

ing that the general functional form of the electromagnetic wave is known i.e., A�
ðzÞ cos½ot� kz� fðzÞ� and the beam affects the amplitude AðzÞ and the phase,

fðzÞ. Furthermore, it is assumed that the variation due to the interaction is small on
the scale of one wavelength of the radiation. Both assumptions are not acceptable in

the case of a structure designed for high efficiency interaction. In order to overcome

this difficulty and others, we present an analytic technique which has been devel-

oped in order to design and analyze quasi-periodic metallic structures of the type

discussed in Chap. 5. The method relies on a model which consists of a cylindrical

waveguide to which a number of pill-box cavities and radial arms are attached. In

principle, the number of cavities and arms is arbitrary. Surface roughness effect

may be described using this model and the Chapter concludes with a discussion on a

photo-injector.

In the third part of this book we consider the beam-wave interaction in periodic

and quasi-periodic structures different from that in the second part, namely free

electron lasers and particle accelerators. These two topics have been extensively

discussed in literature and they are the subject of many articles, books and

conferences. Therefore, our approach in this part combines our approach of detailed

analysis used in the previous chapters with a general discussion of alternative

concepts and configurations.

Chapter 7. This chapter deals with the principles of free electron laser. In the

first section we consider the spontaneous emission as an electron traverses an ideal

wiggler. It is followed by the investigation of coherent interaction in the low-gain

Compton regime and subsequently we present the high-gain Compton regime

which includes cold and warm beam operations. The macro-particle approach is

introduced and we conclude the chapter with a brief overview of the various

alternative schemes of free electron lasers and a special section dedicated to

X-ray sources.

Chapter 8. One of the important systems where beam-wave interaction in

periodic structures plays a crucial role is the particle accelerator. In the first part

of this chapter we discuss some basics of linear acceleration. In the second part we

discuss various advanced acceleration concepts including two-beam acceleration,

acceleration in plasma by either laser or electrons wake as well as acceleration at

optical wavelengths.
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Chapter 2

Elementary Electromagnetic Phenomena

All the effects discussed in this text rely on the presence of electric, magnetic or

electro-magnetic fields in the system. It is therefore natural to discuss first the

governing equations and some basic electromagnetic phenomena. With this regard,

“elementary” in the title of this chapter refers to subjects related to beam-wave

interaction and not necessarily to undergraduate-level topics, though we discuss a

few elementary concepts in the first two subsections.

2.1 Maxwell’s Equations

At the foundations for the analysis of all electro-magnetic phenomena are

Maxwell’s equations that relate the electric (E) and magnetic (H) field, the electric

(D) and magnetic (B) inductions with the current (J) and charge (r) densities:

r� Eðr; tÞ þ @

@t
Bðr; tÞ ¼ 0; (2.1.1)

r�Hðr; tÞ � @

@t
Dðr; tÞ ¼ Jðr; tÞ; (2.1.2)

r � Dðr; tÞ ¼ rðr; tÞ; (2.1.3)

r � Bðr; tÞ ¼ 0: (2.1.4)

This set of equations determines the electromagnetic field at any point in space

and in time provided that the source terms (r and J), are known. In addition, the

initial and boundary conditions have to be determined together with the constitutive

relations of the medium, i.e., the relation between the inductions (B and D) and the

field components (H and E).

L. Sch€achter, Beam-Wave Interaction in Periodic and Quasi-Periodic Structures,
Particle Acceleration and Detection, DOI 10.1007/978-3-642-19848-9_2,
# Springer-Verlag Berlin Heidelberg 2011
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2.1.1 Constitutive Relations

Matter reacts to the presence of an electromagnetic field and the constitutive

relations characterize this reaction. In general, these relations are non-linear and

they couple all the components of the electromagnetic field. In many of the cases of

interest, the constitutive relations are linear and scalar

Bðr; tÞ ¼ m0mrHðr; tÞ; (2.1.5)

Dðr; tÞ ¼ e0erEðr; tÞ; (2.1.6)

and in case of a metal Ohm law’s reads

Jðr; tÞ ¼ sEðr; tÞ; (2.1.7)

here e0 ¼ 8:85� 10�12 farad=m and m0 ¼ 4p� 10�7 henry=m are the vacuum per-

mittivity and permeability respectively. The relative dielectric coefficient er and its
permeability counterpart mr characterize the material. In vacuum, er � 1, mr � 1

and s ¼ 0, i.e.,

r� Eðr; tÞ þ @

@t
m0Hðr; tÞ ¼ 0; (2.1.8)

r�Hðr; tÞ � @

@t
e0Eðr; tÞ ¼ Jðr; tÞ; (2.1.9)

r � e0Eðr; tÞ ¼ rðr; tÞ; (2.1.10)

r � m0Hðr; tÞ ¼ 0: (2.1.11)

Assuming that we know the source terms (r and J) it is sufficient to use the first

two equations (2.1.7)–(2.1.8) in conjunction with the charge conservation,

r � Jðr; tÞ þ @

@t
rðr; tÞ ¼ 0; (2.1.12)

in order to solve the electromagnetic field. This statement can be examined by

applying r � on both (2.1.7) and (2.1.8). Since any vector function V satisfies

r � ðr � VÞ � 0, one obtains (2.1.10) from (2.1.7) and (2.1.9) from (2.1.8).

2.1.2 Boundary Conditions

At sharp discontinuities the differential operators are not defined therefore an

integral approach has to be adopted. Alternatively, Maxwell’s equations can be
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solved in each region separately, away of the discontinuity, and the question that

needs to be addressed is the relation between the various field components from

both sides of a discontinuity. Consider two regions (subscripts 1 and 2) separated by

a surface which is locally characterized by its local normal n. The boundary

condition associated with (2.1.1) is deduced from its integral form as

n� ðE1 � E2Þ ¼ 0: (2.1.13)

Similarly, from the integral form of (2.1.1) we conclude that

n� ðH1 �H2Þ ¼ Js; (2.1.14)

from (2.1.2)

n � ðD1 � D2Þ ¼ rs; (2.1.15)

and finally, from the integral form of (2.1.3) we can deduce that

n � ðB1 � B2Þ ¼ 0: (2.1.16)

Here Js is the surface current density and rs is the surface charge density.
Equation (2.1.12) indicates that the tangential component of the electric field,

at any time, has to be continuous at the transition between two discontinuities.

In a similar way, the tangential component of the magnetic field can be discontinu-

ous only if there is a surface current density (Js) – see (2.1.13). The other two

expressions indicate that any discontinuity in the normal component of the electric

induction is due to surface charge density rsð Þ and the normal component of the

magnetic induction is always continuous.

Comment 2.1. As in the case of Maxwell’s equations, it is sufficient to use the first

two sets of boundary conditions since the latter two are then automatically satisfied.

Comment 2.2. One outcome of the boundary conditions as formulated above is

that at the surface of an ideal metal (s ! 1) the tangential electric field vanishes.

This is because the electric field is zero in the metal and the tangential electric field

has to be continuous.

2.1.3 Poynting’s Theorem

The energy conservation associated with the electromagnetic field can be deduced

from Maxwell’s equations by multiplying (scalarly) (2.1.1) by H, (2.1.1) by E and

subtracting the latter from the former. In a linear medium, the result reads
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r � Sþ @

@t

1

2
e0erE � Eþ 1

2
m0mrH �H

� �
¼ �J � E; (2.1.17)

where

Sðr; tÞ � Eðr; tÞ �Hðr; tÞ (2.1.18)

is the instantaneous Poynting vector which represents the energy flux (power per

unit surface) in the vector direction. The second term,

wðr; tÞ � 1

2
e0erEðr; tÞ � Eðr; tÞ þ 1

2
m0mrHðr; tÞ �Hðr; tÞ; (2.1.19)

represents the instantaneous energy density stored in the electric and magnetic field

respectively. And the right-hand side term in (2.1.16) represents the coupling

between the electromagnetic field and the sources (or sinks) in the system.

Gauss’s theorem can be used to formulate Poynting’s theorem in its integral
form. We integrate over a volume V whose boundary is denoted by a; the result is

d

dt
WðtÞ ¼ �tda � S�

ð
v

dVJ � E; (2.1.20)

where for a linear medium

WðtÞ �
ð
V

dV
1

2
e0erE � Eþ 1

2
m0mrH �H

� �
; (2.1.21)

is the total energy stored in the volume V. Explicitly (2.1.19) reveals that the change
in the energy stored in the volume is either due to energy flux flowing through the

surrounding envelope or due to sources in the volume (or both).

One important aspect to emphasize at this stage is that the electromagnetic

power is carried by the field and not by the metallic boundaries; the latter only

guide the energy flow. This is an important observation since subsequently, we

discuss the propagation of electromagnetic waves of hundreds of megawatts and all

this power propagates in vacuum. To illustrate the process let us consider an

elementary electric circuit consisting of a battery, two parallel lossless wires, and

a resistor at the end as illustrated in Fig. 2.1.

I

I

IµH E bV bVS R

I=Vb /R

bV
Iµ µFig. 2.1 Energy flow in a

simple circuit. The power

flows in the air and is guided

by the wires
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Firstly, we examine the Poynting vector term of (2.1.19): the voltage Vb is

determined by the battery whereas the current is determined by the resistor (R)
namely, I ¼ Vb=R. Since the distance between the two wires is d, the typical

electric field between the two wires is Vb=d moreover, the azimuthal magnetic

field generated by one wire at the location of the other is proportional to the current

I. Consequently, the Poynting vector is parallel to the wires and it is proportional

to the product of the two field components S / IVb. The power which propagates

from the battery towards the resistor is proportional to Poynting vector thus as

expected, the power is proportional to IVb or V2
b=R. Since there are no time

variations the energy term in Poynting theorem vanishes whereas the second term

in the right-hand side of (2.1.19) can be readily calculated to show that the power

dissipated in the resistor is V2
b=R. For further discussion see Chap. 11 in the text

book of Haus and Melcher (1989).

2.1.4 Steady-State Regime

In many cases of interest all the components of the electromagnetic field oscillates

at a single angular frequency ðoÞ thus all components have the following functional

form

Fðr; tÞ ¼ f ðrÞ cos½o tþ cðrÞ�: (2.1.22)

It is convenient to omit the time dependence and represent the function Fðr; tÞ
using a complex notation, namely we introduce the imaginary number j � ffiffiffiffiffiffiffi�1

p
and utilize the fact that exp jxð Þ � cosðxÞ þ j sinðxÞ the function F

Fðr; tÞ ¼ 1

2
f ðrÞexp jcðrÞ½ �exp jotð Þ þ f ðrÞexp �jcðrÞ½ �exp �jotð Þf g: (2.1.23)

With this notation, it is convenient to define

�Fðr;oÞ � f ðrÞejcðrÞ; (2.1.24)

which permits us to use this function instead of Fðr; tÞ and consequently,

Fðr; tÞ ¼ Re �Fðr;oÞejot� �
; (2.1.25)

�Fðr;oÞ is called the phasor associated with the function Fðr; tÞ. To illustrate the

use of this notation, Maxwell’s equations read
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r� Eþ joB ¼ 0; (2.1.26)

r�H� joD ¼ J; (2.1.27)

r � D ¼ r; (2.1.28)

r � B ¼ 0: (2.1.29)

The main advantage of this notation is now evident since the differential operator

@=@t was replaced by a simple algebraic operator jo.

2.1.5 Complex Poynting’s Theorem

The phasor notation, as introduced above, cannot be directly applied to Poynting’s

theorem since all quantities are quadratic in the electromagnetic field. In principle,

we have two options: (1) transform the field components to the time domain and

then substitute in Poynting’s theorem as defined in (2.1.16) – abandoning in the

process the phasor notation. (2) Limit the information to the average energy and

average power – but preserving the phasor notation. Since in the former case there

is no real advantage to the new notation, we next pursue the latter option.

When we consider the product of two oscillating quantities, we have

A1 cosðotþ c1ÞA2 cosðotþ c2Þ
¼ 1

4
�A1 expðjotÞ þ �A�

1 expð�jotÞ� �
�A2 expðjotÞ þ �A�

2 expð�jotÞ� �
(2.1.30)

the average of the product of these two oscillating functions corresponds to the

non-oscillating term in the expression above i.e.,

1

4
�A1

�A�
2 þ �A�

1
�A2

� � ¼ 1

2
A1A2 cosðc1 � c2Þ: (2.1.31)

We use this fact in order to formulate the complex Poynting’s theorem. First
(2.1.25) is multiplied scalarly by the complex conjugate of the magnetic field

phasor (H
�
). From the product we subtract the complex conjugate of (2.1.26)

multiplied by the electric field; the result reads

r � Sþ 2jo wM � wE½ � ¼ � 1

2
E � J�; (2.1.32)

wherein S ¼ E�H
�
=2 is the complex Poynting vector, wM ¼ m0mrH �H�

=4 is the

average (in time) magnetic energy density and wE ¼ e0erE � E�
=4 is the electric

counterpart.
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Energy conversion is associated with the real part of the Poynting vector whereas
the imaginary component is associated with electro-magnetic energy stored in the

system. Throughout the text we omit the bar from the phasor quantities, except if

ambiguities may occur.

2.1.6 Potentials

It is convenient, instead of solving a couple of first order differential equations, to

solve a single second-order differential equation. For this purpose we benefit from

the fact that the divergence of the magnetic induction is zero (r � B ¼ 0) and

introduce the magnetic vector potential A which determines the magnetic induction

through

B ¼ r� A (2.1.33)

By virtue of this definition, the equation r � B ¼ 0 becomes an identity.

Substituting this definition in Faraday’s law (2.1.25) we obtain

r� ðEþ joAÞ ¼ 0: (2.1.34)

Further using the fact that r� ðrFÞ � 0 we conclude that

E ¼ �joA�rF; (2.1.35)

wherein F is the scalar electric potential. Both potentials satisfy, in a Cartesian

coordinate system and in a linear medium (mr ¼ 1 and er > 1), the non-homogeneous

wave equation:

r2 þ er
o2

c2

� �
A ¼ �m0J; (2.1.36)

and

r2 þ er
o2

c2

� �
F ¼ � 1

e0er
r; (2.1.37)

provided that the divergence of the vector function A is chosen to be

r � Aþ jo
er
c2

F ¼ 0: (2.1.38)

This is the so-called Lorentz gauge; c � 1=
ffiffiffiffiffiffiffiffiffiffi
m0e0

p
is the phase velocity of a plane

electromagnetic wave in vacuum.
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2.1.7 Edge Effect

In addition to the boundary conditions discussed above in the context of sharp

discontinuity, we need to consider the field and the energy near an edge. It is

demonstrated in what follows that while near an edge, the electric field diverges, the

energy stored is finite.

With this purpose in mind, consider a simple configuration where the radius of

curvature of a realistic edge is much smaller than the characteristic wavelength of

the electromagnetic field in its vicinity ðl � RÞ. Based on this assumption, the

electric field in the vicinity of an ideal edge ðR ¼ 0Þ as the one schematically

illustrated in Fig. 2.2, is a solution of the Laplace’s equation and further assuming

that the system is infinite in the z-direction, then

1

r

@

@r
r
@

@r
þ 1

r2
@2

@f2

� �
F ¼ 0 (2.1.39)

is the equation to be solved subject to the zero potential condition on the metallic

walls

F r;f ¼ a
2

� �
¼ 0 and F r;f ¼ 2p� a

2

� �
¼ 0: (2.1.40)

Its solution has the form F 	 Aejnfrn þ Be�jnfrn; thus imposing the boundary

conditions namely, F r;f ¼ a=2ð Þ ¼ 0 and F r;f ¼ 2p� a=2ð Þ ¼ 0 we conclude

that a non-trivial solution is possible if sin½nð2p� aÞ� ¼ 0; implying that the radius

of curvature of the field nð Þ is given by

n ¼ p
2p� a

n n ¼ 1; 2; 3 . . . (2.1.41)

and consequently,

F r;
a
2

 f 
 2p� a

2

� �
¼
X1
n¼1

An sin
pn

2p� a
f� a

2

� �h i
r

pn
2p�a: (2.1.42)

x

y

αFig. 2.2 In the vicinity of an

ideal edge the curvature of the

electric field is determined by

its angle a
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In order to demonstrate the previous statement, let us consider the first harmonic

n ¼ 1ð Þ illustrated in Fig. 2.3 for a ¼ p=6. The corresponding field components are

Er ¼ � @F1

@r
¼ � p

2p� a
A1 sin

p
2p� a

f� a
2

� �h i
r

p
2p�a�1

Ef ¼ � 1

r

@F1

@f
¼ � p

2p� a
A1 cos

p
2p� a

f� a
2

� �h i
r

p
2p�a�1

(2.1.43)

revealing that at the limit r ! 0, if a< p, then the electric field diverges. Neverthe-
less, the energy, stored in a volume of radius R and length Dz, is finite as can be

deduced from the explicit expression for the stored energy

WE ¼ Dz

ð2p�a=2

a=2

df
ðR

0

drr
1

2
e0E2

r þ
1

2
e0E2

f

� �
/ A2

1R
2p

2p� a
: (2.1.44)

Comment 2.3. A similar approach may be followed to investigate the field distri-

bution in the vicinity of a dielectric edge. In this case the curvature of the field nð Þ is
determined by both the angle of the edge að Þ as well as the dielectric coefficient erð Þ
and it is a solution of

er tan n
a
2

� �
þ tan n p� a

2

� �h i
¼ 0: (2.1.45)

2.1.8 Reciprocity Theorem

The Lorentz reciprocity theorem is a useful theorem for solution of electromagnetic

problems, since it may be used to deduce a number of fundamental properties of

practical devices. It provides the basis for demonstrating the reciprocal properties of

electronic microwave circuits and for showing that the receiving and transmitting

characteristics of antennas are the same. To derive the theorem, consider a volume

a

Fig. 2.3 Contours of

constant potential n ¼ 1ð Þ in
the vicinity of an ideal edge
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V bounded by a closed surface A. Let a current source ~J1 in V produce a field ~E1; ~H1

while a second source~J2 produces a field ~E2; ~H2. Expanding the relation r � ð~E1 �
~H2 � ~E2 � ~H1Þ and using Maxwell’s equation it can be shown that

r � ð~E1 � ~H2 � ~E2 � ~H1Þ ¼ ðr � ~E1Þ � ~H2 � ðr � ~H2Þ � ~E1

� ðr � ~E2Þ � ~H1 þ ðr � ~H1Þ � ~E2

¼ �~J2 � ~E1 þ ~J1 � ~E2:

(2.1.46)

Integrating both sides over the volume V and using Gauss’ theorem

ð
V

r � ð~E1 � ~H2 � ~E2 � ~H1ÞdV ¼tAð~E1 � ~H2 � ~E2 � ~H1Þ �~ndA

¼
ð
V

ð~E2 � ~J1 � ~E1 � ~J2ÞdV;
(2.1.47)

where ~n is the unit outward normal to A.
There are at least two important cases where the surface integral vanishes: in the

first case of radiating fields (to be discussed subsequently) and in the case of quasi-

state fields when E / r�2 and H / r�2. Since the surface of integration is propor-

tional to r2 at the limit r ! 1 the surface integral clearly vanishes, therefore

(2.1.46) reduces to

ð
V

~E1 � ~J2dV ¼
ð
V

~E2 � ~J1dV: (2.1.48)

If ~J1 and ~J2 are infinitesimal current elements this is to say that the variations of the

electric field of the other source are negligible in the region of the source, then

~E1ðr2Þ � ~J2ðr2Þ ¼ ~E2ðr1Þ � ~J1ðr1Þ; (2.1.49)

which states that the field ~E1 produced by ~J1 has a component along ~J2 that is equal
to the component along ~J1 of the field generated by ~J2 when ~J1 and ~J2 have unit

magnitude. The form (2.1.48) is essentially the reciprocity principle used in circuit

analysis except that ~E and ~J are replaced by the voltage V and current I.

2.2 Simple Wave Phenomena

In this section, we present solutions of the wave equation for several simple cases.

A few of the examples presented here will be used subsequently to develop models

which in turn enable the investigation of complex structures.
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2.2.1 Simple Propagating Waves

With the source terms, constitutive relations and boundary conditions determined,

one could proceed towards solution of a few simple wave phenomena. For simplic-

ity we consider a scalar function cðrÞ which oscillates at an angular frequency o
(i.e., we assume a steady-state regime of the form exp jo t) and which is a solution of

r2 þ o2

c2

� �
cðrÞ ¼ 0: (2.2.1)

As a first stage, we examine waves propagating in one dimension. In a Cartesian
system ðx; y; zÞ we consider a system in which all variations are only in the z direc-
tion (@=@x 	 0 and @=@y 	 0), and the homogeneous wave equation reads

d2

dz2
þ o2

c2

� �
cðzÞ ¼ 0: (2.2.2)

A second order differential equation, has two solutions:

cðzÞ ¼ Aþ exp �j
o
c
z

� �
þ A� exp j

o
c
z

� �
; (2.2.3)

these represent plane waves since the phase is constant, in the plane defined by

z ¼ const. The first term describes a wave propagating in the z-direction whereas

the second represents a wave propagating in the opposite direction.

In a cylindrical coordinate system (r;f; z), ignoring azimuthal and longitudinal

variations (@2=@f2 	 0 and @2=@z2 	 0), the wave equation reads

1

r

d

dr
r
d

dr
þ o2

c2

� �
cðrÞ ¼ 0: (2.2.4)

Its solution is

cðrÞ ¼ AþH
ð2Þ
0

o
c
r

� �
þ A�H

ð1Þ
0

o
c
r

� �
; (2.2.5)

where H
ð1Þ
0 ðxÞ and Hð2Þ

0 ðxÞ are the zero order Hankel function of the first and second
kind; they are related to Bessel functions of the first and second kind by H

ð1Þ
0 ðxÞ �

J0ðxÞ þ jY0ðxÞ and H
ð2Þ
0 ðxÞ � J0ðxÞ � jY0ðxÞ. As in the previous case, the first term

represents a wave propagating from the axis outwards and the second term

describes a wave propagating inwards. For completeness, we also present the

solution in a spherical coordinate system (r;f; y). Ignoring all angular variations

the wave equation is given by
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1

r

d2

dr2
r þo2

c2

� �
cðrÞ ¼ 0; (2.2.6)

and its solution is

cðrÞ ¼ Aþ
o
c
r

� ��1

exp �j
o
c
r

� �
þ A�

o
c
r

� ��1

exp j
o
c
r

� �
; (2.2.7)

where the first term represents a spherical wave propagating outwards (from the

center out) whereas the second represents an inward flow.

2.2.2 The Radiation Condition

From the pure mathematical point of view, the two waves in each one of the

solutions of above are a direct result of the fact that the wave equation is a second

order differential equation. However, in absence of obstacles, our daily experience

dictates a wave which propagates from the source outwards; this implies that in

all three cases there are no “advanced” waves i.e., A� � 0. This is one possible

interpretation of the so-called the radiation condition and it can be considered an

additional boundary condition which is a byproduct of the causality constraint

imposed on the solutions of the wave equation.

This formulation relies on the simple solutions presented above; however, the

general trend is valid for solutions that are more complex. In the case of cylindrical
azimuthally non-symmetric waves, the radiation condition implies for a solution

cðr;f; zÞ; that the limit

cðr;f; zÞexp jor=cð Þr1=2
h i

r!1
; (2.2.8)

is finite and it is r independent. In a similar way, for spherical waves described by a
function cðr;f; yÞ, the limit

cðr;f; yÞejðo=cÞrr
h i

r!1
; (2.2.9)

is finite and r independent. While this condition looks straightforward in the

analytic examples presented above, it is not as trivial to impose it in numerical

solvers in particular in a broad frequency range and/or when the mode configuration

cannot be explicitly specified.

Wheeler and Feynman (1945) have used advanced solutions of the wave equation

in order to explain the source of the so-called radiation reaction force. It

is well known that electromagnetic power is emitted by a particle when it is

accelerated. This power is emitted from the particle outwards and comes at the
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expense of its kinetic energy. Since this change in the kinetic energy of the particle

can be conceived as an effective force this is also referred to as the radiation reaction
force.

2.2.3 Evanescent Waves

So far we have presented only waves which vary and propagate in one dimension

(1D), namely solutions of the wave equation either in a Cartesian, cylindrical or

spherical system of coordinate. At this point, the level of complexity is slightly

elevated to include waves that vary in two dimensions. First, consider a Cartesian

coordinate system in which we ignore variations in the y direction. The wave

equation in this case reads

@2

@x2
þ @2

@z2
þ o2

c2

� �
cðx; z;oÞ ¼ 0; (2.2.10)

and its formal solution, assuming a propagating behavior in the z-direction, is given

by

cðx; z;oÞ ¼ exp �jkzð Þ Aþexp �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � o2

c2

r
x

 !
þ A�exp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � o2

c2

r
x

 !" #
:

(2.2.11)

However in the half-plane defined by x> 0 the solution is

cðx; z;oÞ ¼ Aþexp �jkzð Þexp �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � o2

c2

r
x

 !
; (2.2.12)

since otherwise the solution diverges at x ! 1. For jkjc>o the wave decays

exponentially in the x direction. This is an evanescent wave: it propagates in one

direction and decays exponentially in another. In the opposite case, for jkjc<o, the
wave propagates at an angle y ¼ cos�1 kc=oð Þ relative to the z axis.

It is instructive to examine (2.2.12) in the time domain. Assuming zero phase for

Aþ then

cðx> 0; z; tÞ ¼ Aþ cosðo t� kzÞexp �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � o

c

� �2r
x

" #
: (2.2.13)

Based on this expression it is convenient to introduce the concept of phase velocity:
this is the velocity at which an imaginary observer has to move, in order to measure

a constant phase ðot� kz ¼ constÞ; explicitly, this reads
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vph � o
k
: (2.2.14)

With this definition, we observe that in a two dimensional case, an evanescent wave

is characterized by a phase velocity smaller than c.

2.2.4 Waves of a Moving Charge

Evanescent waves play an important role in the interaction process of particles and

waves. The simplest manifestation of their role is the representation of the spectrum

of a moving charge in the laboratory frame of reference. For this purpose, we

examine now the waves associated with a point charge ðeÞmoving in the z direction
at a constant velocity v0 in vacuum; no boundaries are involved and the system is

azimuthally symmetric (@=@f ¼ 0). The current distribution in this case is given by

Jðr; tÞ ¼ �ev0
1

2pr
dðrÞdðz� v0tÞ1z; (2.2.15)

where 1z is a unit vector in the z direction. This current distribution excites the z
component of the magnetic vector potential that in turn satisfies

1

r

@

@r
r
@

@r
þ @2

@z2
� 1

c2
@2

@t2

� �
Azðr; z; tÞ ¼ �m0Jzðr; z; tÞ; (2.2.16)

its solution is assumed to have the form

Azðr; z; tÞ ¼
ð1
�1

doexp jotð Þ
ð1
�1

dkexp �jkzð Þazðr; k;oÞ; (2.2.17)

where azðr; k;oÞ satisfies

1

r

d

dr
r
d

dr
� G2

� �
azðr; k;oÞ ¼ ev0m0

ð2pÞ2r dðrÞdðo� kv0Þ; (2.2.18)

and G2 ¼ k2 � o2=c2: Off-axis the solution of this equation is

azðr; k;oÞ ¼ Aþðk;oÞK0ðGrÞ; (2.2.19)

where K0ðxÞ is the zero order modified Bessel function of the second kind. In order

to determine the amplitude Aþ there are two ways to proceed: (1) calculate the

azimuthal magnetic field and then impose the boundary conditions at r ¼ 0. An

alternative way is to (2) integrate (2.2.18) from r ¼ 0 to r ¼ d ! 0. At this point we

prefer the latter primarily because this approach will be utilized extensively
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subsequently. For small arguments the modified Bessel function behaves as

K0ðxÞ ’ � lnðxÞ (see Abramowitz and Stegun 1968, p. 375) and consequently,

Aþðk;oÞ ¼ � ev0m0
ð2pÞ2 dðo� kv0Þ: (2.2.20)

Substituting this result in (2.2.17), (2.2.19) we obtain

Azðr; z; tÞ ¼ � em0
ð2pÞ2

ð1
�1

do exp jo t� z

v0

	 
� �
K0

o
c
r
1

gb

	 

; (2.2.21)

where b ¼ v0=c and g ¼ ½1� b2��1=2
. Using the Lorentz gauge one can determine

the scalar electric potential

Fðr; z; tÞ ¼ � e

4pe0

1

v0

1

p

ð1
�1

do exp jo t� z

v0

	 
� �
K0

o
c
r
1

gb

	 

: (2.2.22)

This expression indicates that the field associated with a moving charge is

a superposition of cylindrical evanescent waves (for large arguments the modi-

fied Bessel function decays exponentially following K0ðxÞ ’ exp �xð Þ ffiffiffiffiffiffiffiffiffiffi
p=2x

p
Abramowitz and Stegun 1968, p. 378). There is no electromagnetic average
power emitted by this particle in the radial direction however, this average power

is non-zero in the direction parallel to the particle’s motion – see Exercise 2.2.

When scattered by periodic structures, the evanescent waves can be “converted”

into propagating waves as we shall see when the Smith-Purcell effect will be

discussed in Chap. 5.

2.3 Guided Waves

In all the solutions presented above, no boundaries were involved, while in many of

the topics to be considered, the electromagnetic wave is guided by either a metallic

or dielectric structure. In addition to the injection of electromagnetic power into the

system, metallic/dielectric structures facilitate the storage, the interaction process

itself and ultimately, they allow extraction of the power out of the system.

2.3.1 Transverse Electromagnetic Mode

The simplest mode, which may develop when two metallic surfaces are present, is

the transverse electro-magnetic (TEM) mode. In the first part of this subsection we

consider the way this mode is excited. In conjunction with the electromagnetic field

generated by a moving charge let us consider a radial transmission line consisting
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of two parallel lossless plates; the distance between the plates is denoted by d and it

is much smaller than the (vacuum) wavelength i.e., lð� 2pc=oÞ � d. Subject to
this condition, we ignore the longitudinal variations (@2=@z2 ’ 0 ) therefore, for an

azimuthally symmetric system the wave equation reads

1

r

d

dr
r
d

dr
þo2

c2

� �
Azðr;oÞ ¼ �m0Jzðr;oÞ: (2.3.1)

An infinitely thin “wire” located on axis carries an oscillatory (o) current, excites
the magnetic vector potential; the corresponding current density is

Jzðr;oÞ ¼ I
1

2pr
dðrÞ: (2.3.2)

Figure 2.4a illustrates schematically the system under consideration. A solution

of the homogeneous wave equation, which satisfies the radiation condition, is

given by

Azðr;oÞ ¼ AþH
ð2Þ
0

o
c
r

� �
; (2.3.3)

and Aþ is determined by the discontinuity at r ¼ 0. Integrating (2.3.1) in the close

vicinity of r ¼ 0,

r
d

dr
Azðr;oÞ

� �
r¼0þ

¼ � m0
2p

I; (2.3.4)

and using the expression for Hankel function for small arguments i.e., H
ð2Þ
0 ðxÞ ’

�j lnðxÞ2=p (Abramowitz and Stegun 1968, p. 360), we obtain Aþ ¼ �jIm0=4.

a

c

b

r
z

2R

a

b
z

xy

d

r
z

Fig. 2.4 (a) Propagation of transverse electro-magnetic (TEM) mode in a radial transmission

linel � d. (b) Propagation of a transverse magnetic (TM) mode in a circular waveguide – see

Sect. 2.3.2. (c) Propagation of transverse electric (TE) mode in rectangular waveguide –

Sect. 2.3.4; the curled arrows represent the direction of propagation of the waves
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The corresponding longitudinal component of the electric field and the azimuthal

counterpart of the magnetic field are

Ezðr;oÞ ¼ �joAzðr;oÞ ¼ �joAþH
ð2Þ
0

o
c
r

� �
;

Hfðr;oÞ ¼ �1

m0

d

dr
Azðr;oÞ ¼ 1

m0

o
c
AþH

ð2Þ
1

o
c
r

� �
: (2.3.5)

With these two components, the radial component of the Poynting vector is

SrðrÞ ¼ � 1

2
EzðrÞH�

fðrÞ; (2.3.6)

and consequently, the total power radiated is

P ¼ Re 2prdSrðrÞ½ � ¼ 1

8

o
c
d

� �
�0I

2: (2.3.7)

In the last expression, we used the asymptotic approximation for large arguments

of Hankel function i.e., H
ð2Þ
0 ðxÞ ’ exp �jxð Þ ffiffiffiffiffiffiffiffiffiffi

2=px
p

(see Abramowitz and Stegun

1968, p. 364). Bearing mind that in steady state the average power dissipated on a

resistor carrying a current I is P ¼ RI2=2, the impedance associated with the

radiation process is

Rrad;TEM � P

I2=2
¼ 1

4
�0

o
c
d

� �
; (2.3.8)

in this expression �0 �
ffiffiffiffiffiffiffiffiffiffiffi
m0=e0

p
is the vacuum impedance of a plane wave. At

9 GHz and for d ¼ 5mm the impedance is 90½O� which is 5 times larger (for

the same parameters) than the radiation impedance in free-space defined as

Rrad ¼ �0 od=cð Þ2=6p 	 18 O½ �. The radiation impedance is a measure, extensively

used in antenna theory, which represents the effect of the surroundings on the

radiation emitted by a source.

2.3.2 Transverse Magnetic Mode

Transverse magnetic (TM) modes can develop in the radial system discussed

previously and their characteristics will be further investigated in Chap. 4, in the

context of periodic structures. Here we review the characteristics of these modes for

a circular cylindrical waveguide of radius R filled with a dielectric material of

relative permittivity er; the relative permeability is taken to unity (mr ¼ 1). We

assume that the walls of the waveguide are made of an ideal conducting material

(s ! 1) therefore, the tangential electric field at the walls vanishes. To this
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configuration, a cylindrical system of coordinates (r;f; z) is attached – see Fig. 2.4b
and the waves are assumed to be excited by an azimuthally symmetric source

therefore we may take @=@f ¼ 0.

The electromagnetic field in the waveguide has two contributions. One is from

the z component of the magnetic vector potential

Azðr; z;oÞ ¼
X1
s¼1

AsJ0 ps
r

R

� �
e�Gsz; (2.3.9)

where

G2
s ¼

p2s
R2

� er
o2

c2
; (2.3.10)

J0ðxÞ is the zero order Bessel function of the first kind and ps are the zeros of

this function (p1 ¼ 2:4048; p2 ¼ 5:52 . . . ). The second, is from the scalar electric

potential F

Fðr; z;oÞ ¼
X1
s¼1

FsJ0 ps
r

R

� �
e�Gsz: (2.3.11)

Lorentz gauge (2.1.38) correlates the two amplitudes, namely

Fs ¼ c2Gs

joer
As: (2.3.12)

In this solution, the waves are assumed to propagate from the source without

obstacles thus no reflected waves were included.

The three non-trivial components of the electromagnetic field are: the azimuthal

magnetic field

Hf ¼ �1

m0

@Az

@r
¼ 1

m0

X1
s¼1

As
ps
R
J1 ps

r

R

� �
e�Gsz (2.3.13)

the radial electric field

Er ¼ � @F
@r

¼
X1
s¼1

As
c2Gs

joer

ps
R
J1 ps

r

R

� �
e�Gsz; (2.3.14)

and the longitudinal electric field

Ez ¼ � @F
@z

� joAz ¼
X1
s¼1

As
c2

joer

ps
R

� �2
J0 ps

r

R

� �
e�Gsz (2.3.15)
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With the electromagnetic field determined, the average magnetic and electric

energy per unit length can be calculated. These are given by

WM ¼ 1

4
m02p

ðR
0

drrjHfj2 ¼ p
2m0

X1
s¼1

jAsj2 p
2
s

R2

R2

2
J21ðpsÞ

� �
e�ðGsþG�

s Þz;

WE ¼ 1

4
e0er2p

ðR
0

drr jErj2 þ jEzj2
h i

¼ p
2
e0er

X1
s¼1

jAsj2 c4

o2e2r

p2s
R2

� �
GsG�

s þ
p2s
R2

� �
R2

2
J21ðpsÞ

� �
e�ðGsþG�

s Þz

(2.3.16)

In these expressions the orthogonality of the Bessel functions was used i.e.,

ðR
0

drrJ0 ps
r

R

� �
J0 ps0

r

R

� �
¼ 1

2
R2J21ðpsÞds;s0 : (2.3.17)

In a similar way, we can determine the total average power that flows in the

waveguide:

P ¼ Re 2p
ðR
0

drr
1

2
ErH

�
f

� �

¼ p
m0

X1
s¼1

jAsj2 p
2
s

R2

R2

2
J21ðpsÞ

� �
Re e� GSþG�

Sð Þz c2Gs

joer

� �
: (2.3.18)

According to this expression, we observe that power is carried along the waveguide

only by the propagating modes namely those which satisfy

G2
s ¼

p2s
R2

� er
o2

c2
< 0: (2.3.19)

The remainders are below cut-off and they do not carry any (real) power. The

situation is different when reflections are present.

2.3.3 Velocities and Impedances

Energy Velocity. In the context of power-flow presented above it is convenient to

define several parameters that help to characterize the interaction of waves and

electron beams in various configurations. For a relatively narrow band signal, the

energy velocity is a measure of the power flow in the system relative to the total

energy stored per unit length namely,
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ven ¼ P

WM þWE

: (2.3.20)

In a circular cylindrical waveguide with a single propagating mode (s ¼ 1), the

energy velocity reads

ven ¼ c
1

er

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � p1c

oR

� �2r
: (2.3.21)

From the definition of the energy velocity (2.3.20) it is evident that whenever

more than one mode propagates in the waveguide the energy velocity is dependent

on the relative amplitudes of the various modes. Another point which should be

emphasized since it will be encountered again later in this text is the fact that even if

only one mode propagates and there is a substantial amount of energy stored in

the higher non-propagating modes, the energy velocity will be much slower than

indicated by the expression in (2.3.21).

Phase Velocity. A general definition of this quantity was introduced in Sect. 2.2.3

(2.2.14). In a cylindrical waveguide with no dielectric, the phase velocity is always

larger than c. However if er > 1þ ðp1c=oRÞ2 the phase velocity is smaller than c. In
fact, for high frequencies (oR=c � p1) the phase velocity is determined entirely by

the medium: vph 	 c=
ffiffiffiffi
er

p
.

Group Velocity. This is a kinematical quantity indicative of the propagation of

a relatively smooth spectrum of waves. To envision the meaning of the group

velocity, imagine that a system is fed by two waves oscillating at adjacent

frequencies o1 ¼ oþ Do, o2 ¼ o� Do having the form

f ðz; tÞ ¼ cosðo1t� K1zÞ þ cosðo2t� K2zÞ; (2.3.22)

where the wave-numbers K1 ¼ k þ Dk, K2 ¼ k � Dk are the corresponding wave-

numbers with k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðo=cÞ2 � ðp1=RÞ2

q
. Explicitly we can now write the expression

in (2.3.22) as

f ðz; tÞ ¼ 2 cosðDot� DkzÞ cosðot� kzÞ: (2.3.23)

Assuming that jDoj � o, we can consider the first trigonometric function as a

slow varying amplitude. As such, we can ask what has to be the velocity of an

observer in order to experience a constant amplitude i.e., Dodt� Dkdz ¼ 0; in this

case, the answer will be vgr � Do
Dk or at the limit of Do ! 0,

vgr � @o
@k

: (2.3.24)

If the dielectric coefficient is not frequency dependent, the group velocity of a

propagating TM mode is vgr ¼ c2k=oer and it satisfies
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vgrvph ¼ c2

er
: (2.3.25)

Although this relation is valid only for uniformly filled waveguide it provides

information about the general trend in the variation of the group velocity as the

(effective) dielectric coefficient changes in partially loaded systems.

Characteristic Impedance. There are several kinds of impedances that can be

defined. Two of which will be defined here and a third one, will be defined in

Chap. 8. The first is basically oriented towards the propagation of the electromag-

netic mode in the structure and this is the characteristic impedance which is the ratio

between the two transverse components of the field, Er and Hf, it reads

Zch � Er

Hf
¼ �0

cGs

joer
: (2.3.26)

Interaction Impedance. The second impedance is indicative of the electric field

which a thin pencil or annular beam experiences as it traverses the waveguide. For

this purpose, we define the effective longitudinal electric field in the region where

the electron beam will be injected. For a pencil beam (0 
 r 
 Rb) this is given by

jEðzÞj2 � 2

R2
b

ðRb

0

drrjEzðr; z;oÞj2; (2.3.27)

whereas for an annular beam (Rb � D=2brbRb þ D=2) it reads

jEðzÞj2 � 1

DRb

ðRbþD=2

Rb�D=2
drrjEzðr; z;oÞj2: (2.3.28)

For either one of the cases we define the interaction impedance as

Zint � 1

2
jEðzÞj2pR2 1

PðzÞ : (2.3.29)

Note that although we are motivated by the presence of a beam of electrons, all

the quantities in the definition of the interaction impedance are “cold” quantities

namely, they do not account for the presence of the beam. It should be pointed out

that the definition introduced here differs from Pierce’s [Pierce (1947)] definition,

Zint ¼ jEj2=2k2P by the factor k2 which was replaced by the inverse of the area

where the wave propagates, 1=pR2. This definition is in particular useful in tapered

structures where the internal radius of the system is kept constant but the other

geometric parameters may vary in space such that the phase velocity varies.

For our particular system the interaction impedance reads

Zint ¼ �0
p1
er

c

oR

� �2
J20ðp1Rb=RÞ þ J21ðp1Rb=RÞ

J21ðp1Þ
1

ben
; (2.3.30)
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here ben ¼ ven=c is the normalized energy velocity which in many cases is equal or

close to the group velocity (in this particular case it is equal). One may expect to

achieve maximum efficiency when the longitudinal electric field ½EðzÞ� experienced
by the electron is maximum. Therefore, according to the definition in (2.3.29), from

the point of view of the beam-wave interaction, the purpose should be to design

a structure with the highest interaction impedance. According to (2.3.30) there

are three possibilities: (1) operate at low frequency, which in many cases is not

desirable, (2) have a structure with small radius which might be acceptable or (3)

design a structure with low energy (group) velocity. It should be pointed out that

these three possibilities are interdependent since for example, the energy velocity

depends on both frequency and radius. One possibility to design a low group

velocity structure is to have a small radius.

Interaction Dielectric Coefficient. This quantity is indicative of the total average
electromagnetic energy stored per unit length in terms of the longitudinal compo-

nent of the electric field experienced by a thin annular/pencil beam:

eint � WðzÞ 1

2
e0jEðzÞj2pR2

� ��1

: (2.3.31)

In our particular case it reads

eint ¼ er
p1

o
c
R

� �2
J21ðp1Þ

J20ðp1Rb=RÞ þ J21ðp1Rb=RÞ
: (2.3.32)

Note that according to the definitions of the interaction impedance (2.3.29) and

the effective dielectric coefficient (2.3.31) their product is inversely proportional to

the energy velocity:

Zinteint ¼ �0
1

ben
: (2.3.33)

Since the definitions above (2.3.29) and (2.3.31) are general, as long as there is

only one dominant mode in the system, the result in the last expression is also

general.

2.3.4 Transverse Electric Mode

In many cases, electromagnetic power is transferred along a waveguide in the

transverse electric (TE) mode due to its low loss (Ramo et al. 1965, p. 424). In

many devices, power is extracted using rectangular waveguides, therefore we

consider next the characteristics of such a waveguide. In Sect. 2.3.1 we examined

the radiation emitted from a dipole oscillating in azimuthally symmetric radial
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transmission line. In this geometry, the main mode generated was the transverse

electro-magnetic (TEM) mode. In this section, we consider the same problem in a

rectangular waveguide whose wide dimension is a and the narrow one is b – see

Fig. 2.4c. Variations along the narrow dimension are neglected (@=@y 	 0). An

infinitesimally thin “wire” (dipole) is located in the center of the waveguide and it

prescribes a current density given by

Jyðx; z;oÞ ¼ Id x� a

2

� �
dðzÞ: (2.3.34)

It excites the transverse electric field Eyðx; z;oÞ that satisfies

@2

@x2
þ @2

@z2
þ o2

c2

� �
Eyðx; z;oÞ ¼ jom0Jyðx; z;oÞ; (2.3.35)

subject to the boundary conditions: Eyðx ¼ 0; z;oÞ ¼ 0 and Eyðx ¼ a; z;oÞ ¼ 0.

The solution can be represented as a superposition of trigonometric functions i.e.,

Eyðx; z;oÞ ¼
X1
n¼1

Enðz;oÞ sin pn
a
x

� �
; (2.3.36)

where Enðz;oÞ satisfies

d2

dz2
� pn

a

� �2 þ o2

c2

� �
Enðz;oÞ ¼ jom0I sin

p
2
n

� � 2
a
dðzÞ � IndðzÞ: (2.3.37)

For z> 0 the solution of this equation is

Enðz> 0Þ ¼ Aþe�Gnz; (2.3.38)

and for z< 0

Enðz< 0Þ ¼ A�eGnz; (2.3.39)

where G2
n ¼ ðpn=aÞ2 � ðo=cÞ2. The transverse electric field has to be continuous at

z ¼ 0 thus

Aþ ¼ A�; (2.3.40)

whereas its derivative is discontinuous. The discontinuity is determined by the

Dirac delta function in (2.3.37) therefore by integrating the latter we obtain

d

dz
EnðzÞ

� �
z¼0þ

� d

dz
EnðzÞ

� �
z¼0�

¼ In; (2.3.41)
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hence

� GnAþ � GnA� ¼ In: (2.3.42)

From (2.3.40), (2.3.42) we conclude that the transverse electric field reads

Eyðx; z;oÞ ¼ �
X1
n¼1

In
2Gn

e�Gnjzj sin
pn
a
x

� �
: (2.3.43)

As in Sect. 2.3.1 we next calculate the power generated by the current distribution

in (2.3.34). For this purpose the transverse magnetic field is calculated since it

is the only component which contributes to the longitudinal component of the

Poynting vector; Hx for z> 0 reads

Hxðx; z> 0;oÞ ¼ �
X1
n¼1

Gn

jom0

In
2Gn

e�Gnz sin
pn
a
x

� �
: (2.3.44)

Before proceeding note that similar to the transverse magnetic mode, the phase

velocity (for o> pnc=a and er ¼ 1) is always larger than c. Nevertheless, the
characteristic impedance (in vacuum) of the nth propagating mode,

Zch;TE � Ey

Hx
¼ jom0

Gn
(2.3.45)

is always larger than the vacuum impedance (�0), in contrast to the TM mode,

where the characteristic impedance is always smaller than �0.
Now we can focus our attention to the power flow: the average power which

flows in the positive z direction, assuming a single mode above cut-off, is given by

Pþ ¼ 1

2

I1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðo=cÞ2 � ðp=aÞ2

q I�1
2om0

1

2
ab: (2.3.46)

The radiation impedance is determined by the power emitted in both directions

divided by 1
2
jIj2 and it reads

Rrad;TE � Pþ þ P�
1

2
jIj2

¼ �0
ob=cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðoa=cÞ2 � p2
q ¼ b

a
Zch;TE: (2.3.47)

At 9 GHz, and for a ¼ 2:5 cm, b ¼ 0:5 cm, this impedance is 100O which is close

to that calculated in the case of the radial transmission line as calculated in

Sect. 2.3.1.
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2.3.5 TE, TM and Hybrid Modes in a Dielectric Waveguide

Pure TM or TE modes are possible only in a limited set of geometries. In most cases

these modes are coupled and in this section we present a well-known configuration

that supports either TE, TM or hybrid modes – this is the dielectric waveguide. In

its simplest configuration it consists of a dielectric (er) fiber of radius R. For
small-diameter rods, the field extends for a considerable distance beyond the

surface, and the axial propagation constant kz is only slightly larger than o=c.
At the limit of an infinite radius kz ¼ o

ffiffiffiffi
er

p
=c. The field components, omitting

the term exp �jnf� jbzð Þ, are determined in Table 2.1; L2 ¼ ero2=c2 � k2z and

G2 ¼ k2z � o2=c2; the prime indicates differentiation with respect to the arguments

of the corresponding Bessel functions.

Imposing of the boundary conditions at r ¼ R leads to the dispersion relation

eJ0nðaÞ
aJnðaÞ �

K0
nðbÞ

bKnðbÞ
� �

J0nðaÞ
aJnðaÞ þ

K0
nðbÞ

bKnðbÞ
� �

¼ n
ckz
o

ðb2 þ a2Þ
a2b2

� �2
(2.3.48)

where a ¼ LR; b ¼ GR. When n ¼ 0, the right-hand side vanishes, and each factor

on the left-hand side must equal zero. These two terms determine the dispersion of

the axially symmetric TM and TE modes:

TM modes :
erJ00ðaÞ
aJ0ðaÞ ¼ K0

0ðbÞ
bK0ðbÞ

TE modes :
J00ðaÞ
aJ0ðaÞ ¼ � K0

0ðbÞ
bK0ðbÞ :

(2.3.49)

Based on their definitions, a and b are related by a2 þ b2 ¼ er � 1ð Þ oR=cð Þ2:
Clearly, pure TM or TE modes are possible only if the field is independent of the

azimuthal coordinate f namely, n ¼ 0. As the radius of the rod increases, the

number of TM and TE modes also increases. All modes with angular dependence

are a combination of a TM and a TE mode, and are classified as hybrid modes.

Table 2.1 Field components in a cylindrical dielectric waveguide

r<R r>R

Ez ¼ AnJnðLrÞ
Er ¼ � jkz

L
AnJ

0
n � nom0

L2r
BnJn

Ef ¼ � nkz

L2r
AnJn þ jom0

L
BnJ

0
n

Hz ¼ BnJnðLrÞ
Hr ¼ noe

L2r
AnJn � jkz

L
BnJ

0
n

Hf ¼ � joe
L

AnJ
0
n � nkz

L2r
BnJn

Ez ¼ CnKnðGrÞ
Er ¼ jkz

G
CnK

0
n þ nom0

G2r
DnKn

Ef ¼ � nkz

G2r
CnKn � jom0

G
DnK

0
n

Hz ¼ DnKnðGrÞ
Hr ¼ � noe0

G2r
CnKn � jkz

G
DnK

0
n

Hf ¼ joe0
G

CnK
0
n þ nkz

G2r
DnKn
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Comment 2.4. Contrary to metallic waveguide the HE11 mode, for example, has

no low-frequency cutoff.

2.4 Green’s Scalar Theorem

Green’s function is a useful tool for calculation of electromagnetic field generated

by a distributed source (particles) subject to the boundary conditions imposed by

the structure. The logic behind the method presented below is the following: instead

of solving for an arbitrary source we solve for a point source and by virtue of the

linearity of Maxwell’s equations, the field at a given location is a superposition of

all the point sources that constitute the real source.

Let us assume that we have to solve the non-homogeneous wave equation:

r2 þ o2

c2

� �
cðrÞ ¼ �sðrÞ; (2.4.1)

where sðrÞ is an arbitrary source which is assumed to be known. Instead of solving

this equation let us assume for the moment that we know how to solve a simpler

problem namely,

r2 þ o2

c2

� �
Gðrjr0Þ ¼ �dðr� r0Þ; (2.4.2)

where the coefficient of the Dirac delta function on the right-hand side was chosen

such that the result of the integration over the entire space is unity. We can then

multiply (2.4.1) by Gðrjr0Þ and (2.4.2) by cðr0Þ, subtract the two results to obtain

Gðrjr0Þr2cðr0Þ � cðr0Þr2Gðrjr0Þ ¼ �Gðrjr0Þsðr0Þ þ cðr0Þdðr� r0Þ: (2.4.3)

Integrating over the entire and using Gauss’ theorem, we get

cðrÞ ¼
ð
V

dV0Gðrjr0Þsðr0Þ þtda0 � Gðrjr0Þr0cðr0Þ � cðr0Þr0Gðrjr0Þ½ �; (2.4.4)

t is a surface integral which encloses the volume V. This is the scalar Green’s

theorem. In free space Green’s theorem reads

cðrÞ ¼
ð
V

dV0Gðrjr0Þsðr0Þ: (2.4.5)

Next, we employ Green’s theorem for the calculation of the Cerenkov effect in

two cases: firstly, in a boundless system and secondly in a waveguide.
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2.4.1 Cerenkov Radiation in the Boundless Case

Let us examine the electromagnetic field generated by a charge ðeÞ as it moves in

gas a medium which is characterized by a dielectric coefficient larger than unity,

er > 1; its velocity is v. For simplicity sake, it will be assumed that the dielectric

coefficient is frequency-independent.

A current density described by the same expression as in (2.2.15) drives the

system and for an azimuthally symmetric medium the wave equation is

1

r

@

@r
r
@

@r
þ @2

@z2
� er

1

c2
@2

@t2

� �
Azðr; z; tÞ ¼ �m0Jzðr; z; tÞ; (2.4.6)

the other two components of the magnetic vector potential are zero and the electric

scalar potential can be determined using Lorentz gauge. The time Fourier transform

of the magnetic vector potential is defined by

Azðr; z; tÞ ¼
ð1
�1

doejotAzðr; z;oÞ; (2.4.7)

where Azðr; z;oÞ satisfies

1

r

@

@r
r
@

@r
þ @2

@z2
þ er

o2

c2

� �
Azðr; z;oÞ ¼ �m0Jzðr; z;oÞ; (2.4.8)

and the time Fourier transform of the current density in (2.2.15) is

Jzðr; z;oÞ ¼ � e

ð2pÞ2r dðrÞexp �j
o
v
z

� �
: (2.4.9)

Green’s function associated with this problem is a solution of

1

r

@

@r
r
@

@r
þ @2

@z2
þ er

o2

c2

� �
Gðr; zjr0; z0Þ ¼ �1

2pr
dðr � r0Þdðz� z0Þ (2.4.10)

which can be represented by

Gðr; zjr0; z0Þ ¼
ð1
�1

dkgkðrjr0Þ exp �jk z� z0ð Þ½ �; (2.4.11)

and gkðrjr0Þ satisfies

1

r

d

dr
r
d

dr
� G2

� �
gkðrjr0Þ ¼ � 1

ð2pÞ2r dðr � r0Þ; (2.4.12)
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where

G2 ¼ k2 � er
o2

c2
: (2.4.13)

The solution of this equation for r> r0 > 0 is

gkðrjr0< rÞ ¼ F1ðr0ÞK0ðGrÞ; (2.4.14)

and for r0 > r> 0 it reads

gkðr< r0jr0Þ ¼ F2ðr0ÞI0ðGrÞ: (2.4.15)

The function gkðrjr0Þ has to be continuous at r ¼ r0 i.e.,

F1ðr0ÞK0ðGr0Þ ¼ F2ðr0ÞI0ðGr0Þ; (2.4.16)

whereas its derivative is discontinuous at the same location. To determine the

discontinuity we integrate (2.4.12)

r
d

dr
gðrjr0Þ

� �
r¼r0þ0

� r
d

dr
gðrjr0Þ

� �
r¼r0�0

¼ � 1

ð2pÞ2 ; (2.4.17)

hence

� r0F1ðr0ÞGK1ðGr0Þ � r0F2ðr0ÞGI1ðGr0Þ ¼ � 1

ð2pÞ2 : (2.4.18)

From (2.4.16), (2.4.18) and using the fact that K0ðxÞI1ðxÞ þ K1ðxÞI0ðxÞ ¼ 1=x
(see Abramowitz and Stegun 1968, p. 375) we finally obtain

gkðrjr0Þ ¼ 1

ð2pÞ2
I0ðGrÞK0ðGr0Þ for 0 
 r 
 r0 <1;
K0ðGrÞI0ðGr0Þ for 0 
 r0 
 r<1:

�
(2.4.19)

This expression together with (2.4.11) determine Green’s function in a boundless

space.

With this function, Green’s theorem (2.4.5) and the current density as given in

(2.4.9), we can determine the magnetic vector potential. It reads

Azðr; z;oÞ ¼ � em0
ð2pÞ2 K0

o
c
r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b�2 � n2

q	 

exp �j

o
v
z

� �
; (2.4.20)

where n � ffiffiffiffi
er

p
is the refractive index of the medium. If we examine this solution

far away from the source and use the asymptotic value for large arguments
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ðo=cÞrj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b�2 � n2

p
j � 1

h i
of the modified Bessel function, the magnetic vector

potential reads

Azðr; z;oÞ / exp �o
c
r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b�2 � n2

q	 

exp �j

o
v
z

� �
: (2.4.21)

If n is smaller than 1=b the field decays exponentially in the radial direction since,

as in vacuum, this is an evanescent wave.
When the velocity of the particle, v ¼ bc, is larger than the phase velocity of a

plane wave in the medium (c=n) i.e., b> 1=n, the expression above represents

a propagating wave – this is called Cerenkov radiation. The emitted wave is not

parallel to the electron’s trajectory but it propagates at an angle y relative to this

direction (z axis) given by

kz ¼ o
c
n cos y ¼ o

c

1

b
(2.4.22)

This determines what it is known as the Cerenkov radiation angle, yc

yc ¼ cos�1 1

nb

	 

: (2.4.23)

Since the phase velocity of the wave is smaller than that of the particle, clearly,

the radiation lags behind the particle. This fact will become evident in the next

subsection. However, before proceeding, it is important to make a comment

regarding Cerenkov radiation emitted by a single particle and an ensemble of N
electrons: by virtue of the linearity of Maxwell’s equation the total field is a

superposition of the contributions of all electrons. For wavelengths significantly

longer than the bunch-length, the various contributions add up coherently and since
the power is proportional to the square of the field, the emitted power is propor-

tional to the square of the number of electrons (P / N2) – this is also referred to as

coherent radiation. For wavelengths shorter than the bunch, the average field

vanishes therefore, the total power is a product of the power emitted by a single

electron and the number of electrons. The proof is left to the reader and the details

are phrased as an Exercise 2.7 at the end of this chapter.

2.4.2 Cerenkov Radiation in a Cylindrical Waveguide

In this subsection we consider the electromagnetic field associated with the sym-

metric transverse magnetic (TM) mode in a dielectric filled waveguide. As in the

previous subsection, the source of this field is a particle moving at a velocity v,

however, the main difference is that the solution has a constraint since on the
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waveguide’s wall ðr ¼ RÞ the tangential electric field vanishes. Therefore, we

calculate Green’s function subject to the condition Gðr ¼ R; zjr0; z0Þ ¼ 0. We

assume a solution of the form

Gðr; zjr0; z0Þ ¼
X1
s¼1

Gsðzjr0; z0ÞJ0 ps
r

R

� �
; (2.4.24)

substitute in (2.4.10) and use the orthogonality of the Bessel functions we find that

Gsðzjr0; z0Þ ¼ J0 ps
r0

R

	 

1

1

2
R2J21ðpsÞ

gsðzjz0Þ; (2.4.25)

where gsðzjz0Þ satisfies

d2

dz2
� G2

s

� �
gsðzjz0Þ ¼ � 1

2p
dðz� z0Þ; (2.4.26)

and G2
s ¼ p2s=R

2 � ero2=c2: For z> z0 the solution of (2.4.26) is

gsðzjz0Þ ¼ Aþe�Gsðz�z0Þ; (2.4.27)

and for z< z0 the solution is

gsðzjz0Þ ¼ A�eGsðz�z0Þ: (2.4.28)

Green’s function is continuous at z ¼ z0 i.e.,

Aþ ¼ A�; (2.4.29)

and its first derivative is discontinuous. The discontinuity is determined by

integrating (2.4.26) from z ¼ z0 � 0 to z ¼ z0 þ 0 i.e.,

d

dz
gsðzjz0Þ

� �
z¼z0þ0

� d

dz
gsðzjz0Þ

� �
z¼z0�0

¼ � 1

2p
: (2.4.30)

Substituting the two solutions introduced above, and using (2.4.29) we obtain

gsðzjz0Þ ¼ 1

4pGs
exp �Gs z� z0j jð Þ: (2.4.31)

Finally, the explicit expression for the Green’s function corresponding to azimuth-

ally symmetric TM modes in a circular waveguide is given by
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Gðr; zjr0; z0Þ ¼
X1
s¼1

J0ðpsr=RÞJ0ðpsr0=RÞ
1

2
R2J21ðpsÞ

1

4pGs
exp �Gs z� z0j jð Þ: (2.4.32)

In this expression, we tacitly assumed that o> 0 and Gs is non-zero.

With Green’s function established, we can calculate the magnetic vector poten-

tial generated by the current distribution described in (2.4.9); the result is

Azðr; z;oÞ ¼ 2pm0

ðR
0

dr0r0
ð1
�1

dz0Gðr; zjr0; z0ÞJzðr0; z0Þ

¼ � em0
8p2

X1
s¼1

J0ðpsr=RÞ
1

2
R2J21ðpsÞ

2

G2
s þ o2=v2

e�jðo=vÞz:
(2.4.33)

It will be instructive to examine this expression in the time domain; the Fourier

transform is

Azðr; z; tÞ ¼ � e

2p2e0R2

b2

1� n2b2
X1
s¼1

J0ðpsr=RÞ
J21ðpsÞ

ð1
�1

do
ejoðt�z=vÞ

o2 þ O2
s

; (2.4.34)

where

O2
s ¼

psc

R

� �2 b2

1� n2b2
: (2.4.35)

Equivalently, this result may be interpreted as the interception of the disper-

sion relation � k2z � ps=Rð Þ2 þ er o=cð Þ2 ¼ 0 and the “beam-line” kz ¼ o=v. With

this definition, the problem has been now simplified to the evaluation of the

integral

Fsðt ¼ t� z=vÞ �
ð1
�1

do
ejot

o2 þ O2
s

; (2.4.36)

which in turn is equivalent to the solution of the following differential equation

d2

dt2
� O2

s

� �
FsðtÞ ¼ �2pdðtÞ: (2.4.37)

Case I: If the particle’s velocity is slower than the phase velocity of a plane wave in
the medium (nb< 1) then O2

s > 0 and the solution for t> 0 is

Fsðt> 0Þ ¼ Aþe�Ost; (2.4.38)
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or

Fsðt< 0Þ ¼ A�eOst: (2.4.39)

As previously, in the case of Green’s function, FsðtÞ has to be continuous at t ¼ 0

and its derivative is discontinuous:

d

dt
FsðtÞ

	 

t¼0þ

� d

dt
FsðtÞ

	 

t¼0�

¼ �2p: (2.4.40)

When the velocity of the particle is smaller than c=n (i.e., nb< 1) the character-

istic frequency Os is real, therefore

FsðtÞ ¼ p
Os

e�Os jtj; (2.4.41)

and consequently,

Azðr; z; tÞ ¼ � e

2pe0R2

b2

1� b2n2
X1
s¼1

J0ðpsr=RÞ
J21ðpsÞOs

e�Os jt�z=vj: (2.4.42)

This expression represents a discrete superposition of evanescent modes

attached to the particle.

Case II: If the particle’s velocity is faster than the phase velocity of a plane wave
in the medium ðnb> 1Þ then O2

s < 0. In this case the waves are slower than the

particle and there is no electromagnetic field in front of the particle i.e.,

Fsðt< 0Þ ¼ 0: (2.4.43)

By virtue of the continuity at t ¼ 0 we have for t> 0

Fsðt> 0Þ ¼ Aþ sin jOsjtð Þ: (2.4.44)

Substituting these two expressions in (2.4.40) we obtain

FsðtÞ ¼ � 2p
jOsj sin jOsjtð ÞhðtÞ; (2.4.45)

and the magnetic vector potential reads

Azðr; z; tÞ ¼ � e

pe0R2

b2

n2b2 � 1

X
s¼1

J0ðpsr=RÞ
J21ðpsÞjOsj

sin jOsj t� z

v

� �h i
h t� z

v

� �
;

(2.4.46)
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where hðxÞ is the Heaviside step function. This expression indicates that when

the velocity of the particle is larger than c=n, there is a discrete superposition of

propagating waves traveling behind the particle. Furthermore, all the waves have

the same phase velocity which is identical with the velocity of the particle, v. It is

important to bear in mind that this result was obtained after tacitly assuming that er
is frequency independent which generally is not the case, therefore the summation

is limited to a finite number of modes. The modes which contribute are determined

by the Cerenkov condition nðo ¼ OsÞb> 1.

After we established the magnetic vector potential, let us now calculate the

average power which trails behind the particle. Firstly, the azimuthal magnetic field

is given by

Hfðr; z; tÞ ¼ �1

m0

@

@r
Azðr; z; tÞ

¼ 1

m0

X
s¼1

As
ps
R
J1 ps

r

R

� �
sin jOsj t� z

v

� �h i
h t� z

v

� �
;

(2.4.47)

where

As ¼ � e

pe0R2

b2

n2b2 � 1

1

J21ðpsÞjOsj
: (2.4.48)

Secondly, the radial electric field is determined by the electric scalar potential,

which in turn is calculated using the Lorentz gauge, and it reads

Erðr; z; tÞ ¼ � @

@r
Fðr; z; tÞ

¼ c2

erv

X
s¼1

As
ps
R
J1 ps

r

R

� �
sin jOsj t� z

v

� �h i
h t� z

v

� �
:

(2.4.49)

With these expressions, we can calculate the average electromagnetic power

trailing the particle. It is given by

P ¼ e2bc
2pe0erR2

1

erb
2 � 1

X
s

1

J21ðpsÞ
: (2.4.50)

Note that for ultra relativistic particle (b ! 1) the power is independent of the

particle’s energy. In order to have a measure of the radiation emitted consider a very

small bunch of N 	 1011 electrons injected in a waveguide whose radius is 9.2 mm.

The waveguide is filled with a material whose dielectric coefficient is er ¼ 2:6 and

all electrons have the same energy 450 keV. If we were able to keep their velocity

constant, then 23 MW of power at 11.4 GHz (first mode, s ¼ 1) will trail the bunch.
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Further examining this expression we note that the average power is quadratic with

the frequency i.e.,

P �
X
s¼1

Ps ¼ ðNeÞ2
2pe0erbc

X
s¼1

jOsj2
½psJ1ðpsÞ�2

: (2.4.51)

In addition, based on the definition of the Fourier transform of the current

density in (2.4.9), we conclude that the current which this macro-particle excites

in the s0th mode is Is ¼ eNOs=2p. With this expression, the radiation impedance of

the first mode (s ¼ 1) is

RC;1 ¼ P1

1

2
jI1j2

¼ �0
4p

erb p1J1ðp1Þ½ �2 : (2.4.52)

For a relativistic particle, b ’ 1, a dielectric medium er ¼ 2:6 the radiation

impedance corresponding to the first mode is ’ 1;200O which is one order of

magnitude larger than that of a dipole in free space or between two plates. Note

that this impedance is independent of the geometry of the waveguide and for an

ultra-relativistic particle it is independent of the particle’s energy.

2.4.3 Coherent Cerenkov Radiation

Once we established the radiation from a single bunch, it is possible to proceed and

investigate a distribution of electrons rather than a point-charge. For an ensemble of

electrons the field components are

Hf ¼ 1

m0

X
s¼1

As
ps
R
J1 ps

r

R

� �
J0 ps

ri
R

� �
sin jOsj t� z� zi

v

� �h i
h t� z� zi

v

� �D E
i

Er ¼ c2

erv

X
s¼1

As
ps
R
J1 ps

r

R

� �
J0 ps

ri
R

� �
sin jOsj t� z� zi

v

� �h i
h t� z� zi

v

� �D E
i

As ¼ � eN

pe0R2

b2

n2b2 � 1

1

J21ðpsÞjOsj
:

(2.4.53)

wherein ::::h i represents the ensemble average; Nis the total number of electrons in

the bunch. For simplicity sake, we assume that the electrons are uniformly

distributed in the radial direction ð0< r<RbÞ and the transverse and longitudinal

distributions are independent thus
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Hf ¼ 1

m0

X
s¼1

As
ps
R
J1 ps

r

R

� �
sin jOsj t� z� zi

v

� �h i
h t� z� zi

v

� �D E
i

Er ¼ c2

erv

X
s¼1

As
ps
R
J1 ps

r

R

� �
sin jOsj t� z� zi

v

� �h i
h t� z� zi

v

� �D E
i

As ¼ � eN

pe0R2

b2

n2b2 � 1

1

J21ðpsÞjOsj
2J1 psRb=Rð Þ

psRb=Rð Þ : (2.4.54)

Defining z ¼ vt� z, the power emitted is given by

P zð Þ ¼ eNð Þ2
pe0erR2

v

n2b2 � 1

X
s

2J1 psRb=Rð Þ
psRb=Rð ÞJ1 psð Þ

� �2
sin

jOsj
v

zþ zið Þ
� �

h zþ zið Þ
� 2

i

(2.4.55)

In case of a single bunch of length D, the trailing power is

Pav

eNð Þ2v
2pe0R2

¼ 1=er
erb

2 � 1

X
s

2J1 psRb=Rð Þ
psRb=Rð ÞJ1 psð Þ sinc

ps
2

D=Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erb

2 � 1
p

 !" #2
(2.4.56)

Figure 2.5 illustrates the normalized spectrum as expressed above as a function

of s; note that it decreases rapidly thus the convergence is expected to be quick.

Analysis of the maximum average power trailing behind the bunch reveals that

Pav

eNð Þ2v
2pe0R2

’
2=er

erb2 � 1

c1 þ c2
Rb

R

	 
2
þ c3 þ c4

ffiffiffiffiffi
Rb

R

r !
D
R

	 
2
1

erb
2 � 1

(2.4.57)
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is an excellent approximation. In this expression c1 ’ 0:0048, c2 ’ 1:747,
c3 ’ 0:259 and c4 ’ 1:271; 0:005<Rb=R< 0:2 and 0:1<D=R< 10. For a quanti-

tative comparison, Fig. 2.6 shows the exact and the approximate average power

generated by a finite size bunch. Some other interesting features are formulated as

an Exercise 2.8 at the end of this chapter. In particular, one may investigate ways to

suppress the coherent radiation.
Taking the same number of electrons ðNÞ but splitting them into a train of

bunches ðMÞ the discrete spectrum excited in the waveguide undergoes an addi-

tional selection associated with the bunches spacing. As in the single bunch case,

the bunches are identical in size (radius Rb and length D) their spacing is L.
A similar approach as above, results into the following expression for the average

power trailing behind the train

Pav

eNð Þ2v
2pe0R2

¼ 1=er
erb2 � 1

X
s

2J1 ps
Rb

R

	 


ps
Rb

R
J1 psð Þ

sinc
psD=2Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erb

2 � 1
p

 ! sinc
psL=2Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erb

2 � 1
p M

 !

sinc
psL=2Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erb2 � 1

p
 !

2
66664

3
77775

2

:

(2.4.58)

The last term, sinc2 uMð Þ=sinc2ðuÞ, is responsible to the selection associated with
the train configuration. If u is not an integer number of p (off resonance condition),

then the term is proportional toM�2 implying that the total power is reduced by this

factor and there is no advantage in splitting the bunch into a train of bunches.

However, if we can ensure resonance namely, for a given s the bunch spacing is

chosen such that u � OsL=2v ¼ pn, it is possible to generate a total average power

that is of the same order of magnitude as if all the electrons were forming a single

bunch. In order to reveal this selection associated with the train’s configuration it is

convenient to normalize the average power to the case of a single bunch ðM ¼ 1Þ –
this is illustrated in Fig. 2.7.
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When scanning the normalized power there are many possible values of Lthat
facilitate power levels of the order of that generated when all the electrons form a

single bunch. In the example illustrated in Fig. 2.7, the spacing choice has taken

into consideration the fact that for s � 1, psþ1 � ps 	 p. This fact facilitates:

us¼4 ¼ 3p, us¼9 ¼ 7p, us¼14 ¼ 11p . . .. which is reflected in the following plot

(Fig. 2.8) of the spectrum of the first 20 modes.

It is evident that at resonance the spectrum is identical to that of a single

bunch and in parallel, the spectrum of the off resonance frequencies is significantly

suppressed. Note that there is no significant difference between the case M ¼ 10

and M ¼ 100. For a different choice of bunch-spacing, at resonance, it is pos-

sible to have one or at least a few resonant peaks and still to get a substantial

fraction of the power generated by a single bunch. The reader is referred to

Exercise 2.9 in order to examine additional options associated with the choice of

parameters.
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2.4.4 Cerenkov Force

In the previous subsection we examined the radiation trailing one or more bunches

moving in a dielectric medium with a velocity larger than the phase velocity of a

plane wave in the material. Obviously, this emitted energy comes at the expense of

its kinetic energy. In other words, the particle is decelerated. It is the goal of this

subsection to examine this decelerating force in detail. With this purpose in mind

we consider a simple model consisting of a charge �eð Þ moving at a constant

velocity vð Þ in a vacuum channel of radius R surrounded by a dielectric medium er.
The evanescent waves attached to the charged particle impinge upon the disconti-

nuity at r ¼ R and they are partially reflected and partially transmitted. It is the

reflected wave which acts back on the electron decelerating it; the corresponding

current density is described by (2.2.15) whereas its time Fourier transform by

(2.4.9). Correspondingly, this current density generates a magnetic vector potential

determined by

Azðr<R; z;oÞ ¼ 2pm0

ð1
�1

dz0
ðR
0

dr0r0Gðr; zjr0; z0ÞJzðr0; z0;oÞ

þ
ð1
�1

dkrðkÞe�jkzI0ðGrÞ; (2.4.59)

and

Azðr>R; z;oÞ ¼
ð1
�1

dktðkÞe�jkzK0ðLrÞ; (2.4.60)

where G2 ¼ k2 � ðo=cÞ2, L2 ¼ k2 � erðo=cÞ2, Gðr0; z0jr; zÞ is the boundless

Green’s function as defined in (2.4.11), (2.4.19) but for vacuum i.e.,

Gðr0; z0jr; zÞ ¼ 1

ð2pÞ2
ð1
�1

dke�jkðz�z0Þ I0ðGrÞK0ðGr0Þ r< r0;
K0ðGrÞI0ðGr0Þ r0 < r:

�
(2.4.61)

The amplitudes r and t represent the reflected and transmitted waves corre-

spondingly. In order to determine these amplitudes we have to impose the boundary

conditions at r ¼ R. For this purpose, it is convenient to write the solution of the

magnetic vector potential off-axis as

Azð0< r<R; z;oÞ ¼
ð1
�1

dke�jkz rðkÞI0ðGrÞ þ aðkÞK0ðGrÞ½ �; (2.4.62)

where

aðkÞ ¼ � em0
ð2pÞ2 d k � o

v

� �
: (2.4.63)
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From the continuity of the longitudinal electric field (Ez) we conclude that

c2

jo
o2

c2
� k2

� �
rðkÞI0ðGRÞ þ aðkÞK0ðGRÞ½ � ¼ c2

joer
er
o2

c2
� k2

� �
tðkÞK0ðLRÞ:

(2.4.64)

In a similar way the continuity of the azimuthal magnetic field implies

G rðkÞI1ðGRÞ � aðkÞK1ðGRÞ½ � ¼ �LtðkÞK1ðGRÞ: (2.4.65)

At this stage, we introduce the (normalized) impedances ratio

z � 1

er
L
G

K0ðLRÞ
K1ðLRÞ ; (2.4.66)

by whose means the amplitudes of the reflected waves are given by

r ¼ a
zK1ðGRÞ � K0ðGRÞ
zI1ðGRÞ þ I0ðGRÞ : (2.4.67)

On axis, the only non-zero field is the longitudinal electric field and only the waves

“reflected” from the radial discontinuity contribute to the force that acts on the

particle, therefore

Ezðr ¼ 0; z ¼ v0t; tÞ ¼
ð1
�1

dodk
c2

jo
o2

c2
� k2

� �
rðo; kÞejðo�kvÞt: (2.4.68)

Substituting the explicit expression for r and using the integral over the Dirac

delta function [see (2.4.63)] and defining x ¼ oR=cbg, we obtain

Ezðr ¼ 0; z ¼ v0t; tÞ ¼ �je

ð2pÞ2e0R2

ð1
�1

dxx
zðxÞK1ðjxjÞ � K0ðjxjÞ
zðxÞI1ðjxjÞ þ I0ðjxjÞ : (2.4.69)

At this point, it is convenient to define the normalized field that acts on the

particle as

E � Ezðr ¼ 0; z ¼ vt; tÞ e

4pe0R2

	 
�1

¼ 2

p

ð1
0

dxxRe
1

j

zðxÞK1ðjxjÞ � K0ðjxjÞ
zðxÞI1ðjxjÞ þ I0ðjxjÞ

� �
:

(2.4.70)

Clearly, from this representation we observe that, for a non-zero force to act on

the particle, the impedance ratio z has to be complex since the argument of the

modified Bessel functions is real.
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We can make one step further and simplify this expression by defining

zðxÞ � jzðxÞjejcðxÞ; (2.4.71)

and using K0ðxÞI1ðxÞ þ K1ðxÞI0ðxÞ ¼ 1=x, we obtain

E ¼ 2

p

ð1
0

dx
jzðxÞj sincðxÞ

I20ðxÞ þ jzðxÞj2I21ðxÞ þ 2jzðxÞjI0ðxÞI1ðxÞ coscðxÞ
: (2.4.72)

In order to evaluate this integral for a dielectric medium and a particle whose

velocity bc is larger than c=
ffiffiffiffi
er

p
, we go back to (2.4.66) which now reads

zðxÞ ¼ j
g
er

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erb2 � 1

q K0 jxg
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erb

2 � 1
p� �

K1 jxg
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erb2 � 1

p� � ; (2.4.73)

and it can be further simplified if we assume that the main contribution occurs for

large arguments of the Bessel function (i.e., g � 1) thus

zðxÞ ’ j
g
er

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erb2 � 1

q
: (2.4.74)

Since subject to this approximation c ¼ p=2 and jzj is constant we can evaluate E,

E ¼ 2

p

ð1
0

dx
jzj

I20ðxÞ þ jzj2I21ðxÞ
; (2.4.75)

for two regimes: firstly when jzj � 1 i.e., g � 1, the contribution to the integral is

primarily from small values of x thus

E ’ 2

p

ð1
0

dx
jzj

1þ jzj2x2=4 ’ 4

p

ð1
0

du
1

1þ u2
’ 2 (2.4.76)

At the other extreme (jzj � 1) the normalized impedance has to be re-calculated

and the result is

E ’ g2ðerb2 � 1Þ
er

ð1
0

dx
x

I20ðxÞ
’ 1:263

g2ðerb2 � 1Þ
er

; (2.4.77)

and we can summarize

E ’
0 for b< 1=

ffiffiffiffi
er

p
;

1:263g2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erb

2 � 1
p

=er for g � er=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erb

2 � 1
p

;

2 for g � er=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erb

2 � 1
p

:

8<
: (2.4.78)
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It is interesting to note that for ultra-relativistic electrons the decelerating Cerenkov

force reaches an asymptotic value which is independent of g and the dielectric

coefficient; it is given by E ¼ �e=2pe0R2. In addition, we observe that the

normalized impedance ðzÞ determines the force.

2.4.5 Ohm Force

If in the Cerenkov case the charged particle has to exceed a certain velocity in order

to generate radiation and therefore to experience a decelerating force, in the case of

a lossy medium, the moving electron experiences a decelerating force starting from

a vanishingly low speed. This is because it excites currents in the surrounding walls

and as a result, power is dissipated – which is equivalent to the emitted power in the

Cerenkov case. The source of this power is the J � E [see (2.1.16)] term which infers

the existence of a decelerating force acting on the electron. In order to evaluate this

force we use the same formulation as in the previous subsection only that in this

case, the dielectric coefficient is complex and it is given by

er ¼ 1� j
s
e0o

; (2.4.79)

where s is the (finite) conductivity of the surrounding medium. It is convenient to

use the same notation as above, therefore the normalized impedance z from (2.4.74)

is replaced by

z ’ 1

1� j�s=x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jðgbÞ2 �s

x

r
: (2.4.80)

In this expression �s � s�0R=gb which for typical metals and R ~ 1 cm is of the

order of 108=gb thus for any practical purpose �s � 1 hence

z ’ gb

ffiffiffi
x

�s

r
exp j

3p
4

	 

: (2.4.81)

Note that the phase of the normalized impedance is c ¼ 3p=4. Substituting
this expression in (2.4.72) and defining the characteristic angular frequency

o0 � 2c=RðgbÞ3 as well as the skin-depth d ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2=sm0o0

p
, we obtain

E ¼ 2

p

ffiffiffi
2

p

2

d
R

ð1
0

dx

ffiffiffi
x

p

I20ðxÞ þ xI21ðxÞ
d2

R2
�

ffiffiffiffiffi
2x

p
I0ðxÞI1ðxÞ d

R

(2.4.82)

which can be evaluated analytically for two extreme regimes: in the first case

the (normalized) momentum of the particle is much smaller than the normalized
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conductivity term i.e., the skin-depth is much smaller than the radius of the tunnel

d2 � R2 in which case

E ’ 2

p

ffiffiffi
2

p

2

d
R

ð1
0

dx

ffiffiffi
x

p
I20ðxÞ

’ 0:54
d
R
: (2.4.83)

The second case corresponds to a highly relativistic particle i.e., ðgbÞ3 � s�0R
or d2 � R2 implying that the main contribution to the integral is from the small

values of x which justifies the expansion of the modified Bessel functions in Taylor

series. Redefining y2 � ðxgbÞ3=4s�0R we have

E ’ 4
ffiffiffi
2

p

3p

ð1
0

dy
1

1þ y2 � y
ffiffiffi
2

p ’ 2: (2.4.84)

In fact a best fit to the exact expression in (2.4.82) reveals that

E ’ 0:54
d
R
þ 2

d2

R2

	 

1þ d2

R2

	 
 6
10

" #�10
6

(2.4.85)

is an excellent approximation – the integrated 0< d=R< 20ð Þ relative error is less
than 0.02% . Clearly, as in the Cerenkov case, for ultra-relativistic particles ðg3 �
s�0R or d � RÞ the decelerating force is independent of g and of the material’s

characteristics. However, the critical g for operating in this regime is much higher

comparing to the Cerenkov case.

The characteristic angular frequency o0ð Þ is low for relativistic electrons and

consequently, the skin-depth is much larger than the radius and all the bulk material

“participates” in the deceleration process. On the other hand, if the frequency is

high, then the skin-depth is small (comparing to the radius) and only a thin layer

dissipates power, therefore the loss is proportional to d.
Finally, imagine an interesting situation whereby the conductivity of the mate-

rial is negative, this is to say that the medium is active, then the phase in (2.4.81) is

c ¼ 5p=4 and the force is accelerating which means that energy can be transferred

from the medium to the electron. We will further elaborate this topic in Chap. 8 in

the context of advanced acceleration concepts.

2.5 Finite Length Effects

In all the effects discussed so far, we assumed an infinite system with no reflected

waves. In this section, we consider several systems and phenomena associated with

reflected waves. When both forward and backward propagating waves coexist,

there is a frequency selection associated with the interference of the two. Another

byproduct of reflections is tunneling of the field in a region where the wave is below
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cutoff. We also examine the radiation generated by a particle as it traverses a

geometric discontinuity in a waveguide. We conclude with the evaluation of a

wake field generated by a particle in a cavity.

2.5.1 Impedance Discontinuities

In most cases of interest, the waveguide is not uniform and as a result, more than

one wave occurs. In order to illustrate the effect of discontinuities we consider next

the following problem: a cylindrical waveguide of radius R but, instead of being

uniformly filled with one dielectric material, there are three different dielectrics in

three different regions

erðzÞ ¼
e1 for �1< z< 0;
e2 for 0 
 z 
 d;
e3 for d< z<1;

8<
: (2.5.1)

as illustrated in Fig. 2.9.

A wave is launched from z ! �1 towards the discontinuity at z ¼ 0. For

simplicity we assume that this wave is composed of a single mode (TM01 i.e.,

s ¼ 1). The z component of the magnetic vector in the first region (�1< z< 0) is

given by

Azðr;�1< z< 0;oÞ ¼ Aine
�Gð1Þ

1
z þ Are

Gð1Þ
1
z

h i
J0 p1

r

R

� �
; (2.5.2)

where Ain is the amplitude of the incoming wave and Ar is the amplitude of the

reflected wave; Gð1Þ
1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðp1=RÞ2 � e1ðo=cÞ2

q
. Between the two discontinuities at

0< z< d the solution has a similar form

Azðr; 0 
 z 
 d;oÞ ¼ Aþe�Gð2Þ
1
z þ A�eG

ð2Þ
1
z

h i
J0 p1

r

R

� �
; (2.5.3)

where Gð2Þ
1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðp1=RÞ2 � e2ðo=cÞ2

q
In the third region, there is no reflected wave

therefore

Azðr; d< z<1;oÞ ¼ Ate
�Gð3Þ

1
ðz�dÞJ0 p1

r

R

� �
; (2.5.4)

A+

A
z=0 z=d

-

321

1 t

e e e
r

Fig. 2.9 Schematics of the

system used to examine the

reflected waves resulting

from characteristic

impedance discontinuities
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and as above Gð3Þ
1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðp1=RÞ2 � e3ðo=cÞ2

q
; At is the amplitude of the transmitted

wave. The four as yet unknown amplitudes Ar, At, Aþ and A� are determined by

imposing the boundary conditions at z ¼ 0; d. Continuity of Er at z ¼ 0 implies

Z1 Ain � Ar
� � ¼ Z2 Aþ � A�ð Þ; (2.5.5)

Z1 and Z2 are the characteristic impedances (2.3.26) in the first and second

regions respectively. In a similar way the continuity of Hf implies

Ain þ Ar ¼ Aþ þ A�: (2.5.6)

An additional set of equations is found imposing the continuity of the same

components at z ¼ d:

Z2½Aþe�c � A�ec� ¼ Z3At; (2.5.7)

and

Aþe�c þ A�ec ¼ At; (2.5.8)

where c � Gð2Þ
1 d. From (2.5.5)–(2.5.8) the reflection (r) and transmission (t)

coefficients are determined base on the radial electric field and are given by

r � Z1Ar

Z1Ain

¼ sinhðcÞðZ1Z3 � Z2
2Þ þ coshðcÞðZ1Z2 � Z2Z3Þ

sinhðcÞðZ1Z3 þ Z2
2Þ þ coshðcÞðZ1Z2 þ Z2Z3Þ ;

t � Z3At

Z1Ain

¼ Z3
Z1

2Z1Z2
sinhðcÞðZ1Z3 þ Z2

2Þ þ coshðcÞðZ1Z2 þ Z2Z3Þ :
(2.5.9)

After we have established the amplitudes of the magnetic vector potential it is

possible to determine the electromagnetic field in each one of the regions, thus we

can investigate the power flow in the system. Using Poynting’s theorem the power

conservation implies that

ReðZ1Þ Ainj j2 � jArj2
h i

¼ ReðZ3ÞjAtj2: (2.5.10)

This expression relates the power in the first region to that in the third. It does not

depend explicitly on the second region; if, for example, in the third region the wave

is below cutoff, the characteristic impedance is imaginary and the right-hand side is

zero. Consequently, the absolute value of the reflection coefficient is unity, regard-

less of what happens in the second region. On the other hand, if in regions 1 and 3

the wave is above cutoff, and in region 2 the wave is below cutoff, we still expect

power to be transferred. However, the transmission coefficient decays exponen-

tially with c ¼ Gð2Þ
1 d
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t 	 4Z3Z2
ðZ1Z3 þ Z2

2Þ þ Z2ðZ1 þ Z3Þ e
�c: (2.5.11)

In spite of the discontinuities there can be frequencies at which the reflection

coefficient (r) is zero if we design the structure such that

Z1Z3 ¼ Z2
2 and c ¼ jp=2; (2.5.12)

as one can conclude by examining the numerator of r. The expression in (2.5.12)

defines the conditions for the so-called quarter-l transformer. Figure 2.10 shows a

typical picture of the transmission coefficient. Note that the peaks in the transmis-

sion correspond to constructive interference of the two waves in the central section;

the valleys correspond to destructive interference of the same waves. Zero

reflections also occur when

Z1 ¼ Z3 and c ¼ jp: (2.5.13)

If in the first and third region the wave’s frequency is below cutoff but in
the middle region a wave can propagate, then the system will determine a set of

discrete frequencies at which the wave can bounce between the two sections. These

eigen-frequencies are determined by the geometric parameters and the dielectric

coefficients. We can calculate these frequencies from the poles of the transmission

or reflection coefficient, namely from the condition that its denominator is zero:

sinhðcÞðZ1Z3 þ Z2
2Þ þ Z2 coshðcÞðZ1 þ Z3Þ ¼ 0: (2.5.14)

Equivalently, one can write equations (2.5.5)–(2.5.8) in a matrix form, set the

input term to zero (Ain ¼ 0) and look for the non-trivial solution by requiring that

8 9 10 11 12
-10

-8

-6

-4

-2

0

f (GHz)

=

3=

13

3

(d
B

)
t

e

e

Fig. 2.10 Transmission coefficient as a function of the frequency for two cases: the upper trace

represents a situation in which the dielectric coefficient in the third region equals that in the first,

therefore at certain frequencies all the power is transferred – see (2.5.13). In the lower trace the two

are different and the relation in (2.5.12) is not satisfied, therefore always a fraction of the energy is

reflected
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the determinant of the matrix is zero – the result is identical with (2.5.14). The

reader is encouraged to determine Green’s function of the configuration described

in this section – see Exercise 2.10.

2.5.2 Geometric Discontinuity

Another source of reflected waves is a geometric discontinuity. In a sense these

can be conceived as impedance discontinuities but of a more complex character

since geometric variations couple between the different modes in the waveguide.

The simplest configuration which can be considered quasi-analytically consists of

a waveguide of radius R1 and another of radius R2<R1; the discontinuity occurs

at z ¼ 0 as illustrated in Fig. 2.11. A detailed analysis when a single mode impinges

upon a discontinuity was reported in the literature e.g., Mittra and Lee (1971) or

Lewin (1975).

Step I: We examine first the case when the source term is in the left-hand side
(z< 0), therefore Green’s function in the left-hand side has two components

Gðz< 0; rjz0 < 0; r0Þ ¼
X1
s¼1

J0ðpsr=R1ÞJ0ðpsr0=R1Þ
1

2
R2
1J

2
1ðpsÞ

expð�Gð1Þ
s jz� z0jÞ

4pGð1Þ
s

þ
X1
s¼1

rsðr0; z0< 0ÞJ0 ps
r

R1

	 

exp Gð1Þ

s z
� �

; (2.5.15)

the non-homogeneous solution, which corresponds to an infinite waveguide

and the homogeneous solution which is due to the discontinuity; Gð1Þ
s ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðps=R1Þ2 � ðo=cÞ2
q

. In the right-hand side (z> 0),

Gðz> 0; rjz0< 0; r0Þ ¼
X1
s¼1

tsðr0; z0 < 0ÞJ0 ps
r

R2

	 

exp �Gð2Þ

s z
� �

; (2.5.16)

1R
R2

1R
R2

Fig. 2.11 Green’s function

calculation for one

discontinuity in the geometry

of a waveguide. In the upper

figure the source is in the left

and in the lower it is in the

right
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where Gð2Þ
s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðps=R2Þ2 � ðo=cÞ2

q
. Continuity of the radial electric field at z ¼ 0

entails

@2

@z@r
Gðr; z¼ 0�jr0; z0 < 0Þ ¼

@2

@z@r
Gðr; z¼ 0þjr0; z0 < 0Þ for 0 
 r<R2;

0 for R1 � r � R2

8<
:

(2.5.17)

In order to determine the amplitudes rs and ts the last equation is multiplied

by J1ðpsr=R1Þ, the product is integrated from 0 to R1 and using the orthogonality

of the Bessel function [similar to (2.3.17) but for first order Bessel function] we

obtain

gð1Þs ðr0; z0Þ � rsðr0; z0Þ ¼
X1
s¼1

Zs;stsðr0; z0Þ; (2.5.18)

where

gð1Þs ðr0; z0Þ ¼ J0ðpsr0=R1Þ
1

2
R2
1J

2
1ðpsÞ

exp Gð1Þ
s z0

� �
4pGð1Þ

s

; (2.5.19)

and

Zs;s � Gð2Þ
s

Gð1Þ
s

ps
ps

R1

R2

1

J21ðpsÞ
2

R2
1

ðR2

0

drrJ1 ps
r

R1

	 

J1 ps

r

R2

	 

: (2.5.20)

Continuity of the azimuthal magnetic field in the domain 0< r<R2 implies

@

@r
Gðr; z ¼ 0þjr0; z0< 0Þ ¼ @

@r
Gðr; z ¼ 0�jr0; z0 < 0Þ: (2.5.21)

As above, we use the fact that in the domain of interest, J1ðpsr=R2Þ form a

complete orthogonal set of functions hence

tsðr0; z0Þ ¼
X1
s¼1

Ys;s gð1Þs ðr0; z0Þ þ rsðr0; z0Þ
h i

; (2.5.22)

where

Ys;s � 2

R1
2

ðR2

0

drrJ1 ps
r

R1

	 

J1 ps

r

R2

	 

: (2.5.23)

The integral in both expressions for Z and Y can be calculated analytically

(Abramowitz and Stegun 1968, p. 484) and it is given by
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ð1
0

dxxJ1ðpnxÞJ1ðpmuxÞ ¼
1

2
J21ðpnÞ for pn ¼ pmu

pmu p2n � p2mu
2

� ��1
J1ðpnÞJ0ðpmuÞ otherwise:

8<
:

(2.5.24)

From (2.5.18), (2.5.22) one can determine the amplitudes of the reflected

and transmitted waves. Adopting a vector notation, i.e., rsðr0; z0 < 0Þ ! Rð�Þ,
tsðr0; z0 < 0Þ ! Tð�Þ and g

ð1Þ
s ðr0; z0 < 0Þ ! gð1Þ, these amplitudes can be formally

written as

Rð�Þ ¼ I þ ZYð Þ�1 I � ZYð Þgð1Þ (2.5.25)

and

Tð�Þ ¼ Y I þ I þ ZYð Þ�1 I � ZYð Þ
h i

gð1Þ: (2.5.26)

Step II: In a similar way, if the source is in the right-hand side ðz0> 0Þ then

Green’s function in the left-hand side can be written as

Gðz< 0; rjz0 > 0; r0Þ ¼
X1
s¼1

rsðr0; z0 > 0ÞJ0 ps
r

R1

	 

exp Gð1Þ

s z
� �

; (2.5.27)

and

Gðz> 0; rjz0> 0; r0Þ ¼
X1
s¼1

J0ðpsr=R2ÞJ0ðpsr0=R2Þ
1

2
R2
2J

2
1ðpsÞ

exp �Gð2Þ
s jz� z0j� �

4pGð2Þ
s

þ
X1
s¼1

tsðr0; z0> 0ÞJ0 ps
r

R2

	 

exp �Gð2Þ

s z
� �

:

(2.5.28)

Continuity of Er at z ¼ 0 implies

rsðr0; z0Þ ¼
X1
s¼1

Zs;s gð2Þs ðr0; z0Þ � tsðr0; z0Þ
h i

; (2.5.29)

where

gð2Þs ðr0; z0Þ ¼ J0ðpsr0=R2Þ
1

2
R2
2J

2
1ðpsÞ

exp �Gð2Þ
s z0

� �
4pGð2Þ

s

; (2.5.30)

and the continuity of Hf can be simplified to read
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tsðr0; z0Þ þ gð2Þs ðr0; z0Þ ¼
X1
s¼1

Ys;srsðr0; z0Þ: (2.5.31)

Again, adopting a vector notation tsðr0; z0> 0Þ ! TðþÞ, gð2Þs ðr0; z0< 0Þ ! gð2Þ and
rsðr0; z0 > 0Þ ! RðþÞ we can write for the reflected and transmitted waves the

following expressions

TðþÞ ¼ � I þ YZð Þ�1 I � YZð Þgð2Þ; (2.5.32)

and

RðþÞ ¼ Z I þ I þ YZð Þ�1 I � YZð Þ
h i

gð2Þ: (2.5.33)

With Green’s function established, we calculate now the energy emitted by a

particle with a charge e as it traverses the discontinuity. Assuming a constant

velocity v0, the current distribution is given by (2.4.9) and the electric field which

acts on the particle due to the discontinuity is given by

Ezðr; z;oÞ ¼ ev0
joe0

o2

c2
þ @2

@z2

� � ð1
�1

dz0Gðr; zj0; z0Þexp �j
o
v0

z0
	 


: (2.5.34)

With this field component we can examine the total power transferred by the

particle i.e.,

PðtÞ ¼ �2p
ð1
�1

dz

ðRðzÞ
0

drrJzðr; z; tÞEzðr; z; tÞ; (2.5.35)

and also the total energy defined by

W ¼
ð1
�1

dtPðtÞ; (2.5.36)

which explicitly reads

W ¼ � e2v0
2pe0R2

1

ð1
�1

do
1

jo

X1
s¼1

p2s

ð0
�1

dz0exp �j
o
v0

z0
	 


rsð0; z0Þ

�
ð0
�1

dt exp t joþ Gð1Þ
s v0

� �h i

� e2v0
2pe0R2

2

ð1
�1

do
1

jo

X1
s¼1

p2s

ð1
0

dz0exp �j
o
v0

z0
	 


tsð0; z0Þ

�
ð1
0

dt exp t joþ Gð1Þ
s v0

� �h i
(2.5.37)
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According to (2.5.25), (2.5.32) and the definitions of gð1Þ and gð2Þ, we can write

rsð0; z0 < 0Þ �
X
s0

as;s0exp Gð1Þ
s0 z

0
� �

(2.5.38)

and

tsð0; z0> 0Þ �
X
s0

ws;s0exp �Gð2Þ
s0 z

0
� �

: (2.5.39)

Consequently, the expression for the total energy reads

W ¼ e2v20
2pe0R2

1

ð1
�1

do
1

jo

X1
s;s0¼1

p2s
as;s0

jo� v0G
ð1Þ
s0

1

joþ v0Gð1Þ
s

� e2v20
2pe0R2

2

ð1
�1

do
1

jo

X1
s;s0¼1

p2s
ws;s0

joþ v0G
ð2Þ
s0

1

jo� v0Gð2Þ
s

:

(2.5.40)

The matrices a and w are frequency dependent, therefore numerical methods

have to be invoked in order to have a quantitative answer regarding the energy

transfer. Nevertheless, the spectrum can be readily derived from these two

expressions. The first term represents the energy emitted when the particle moves

in the left-hand side and the second corresponds to the energy emitted when it

moves in the right one. It should be pointed out that each one of the terms has two

contributions: a fraction of the energy propagates to the left and the remainder to the

right. In the next subsection we present a simpler configuration which allows one to

trace analytically the way the electromagnetic field develops in time in the case of

reflections. We recommend the reader to solve Exercise 2.11 at the end of the

chapter in order to assess the emitted spectrum.

Before concluding, one question needs to be addressed. In principle, the number

of modes required to represent the field exactly is infinite, but practically only a

finite number of terms is taken into consideration because of the need to invert the

matrices numerically. The question is what should be the number of Bessel

harmonics necessary for the representation of a discontinuity as the one presented

above and what is the error associated with the truncation. In order to answer this

question, let us consider a simple function

f ðrÞ ¼ 1 for 0 
 r<R2;
0 for R2 < r 
 R1;

�
(2.5.41)

as illustrated in Fig. 2.12.

This function can also be represented by a superposition of Bessel functions:

f ðrÞ ¼
X1
s¼1

fsJ0 ps
r

R1

	 

; (2.5.42)
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where

fs ¼ 2
R2

R1

J1ðpsR2=R1Þ
psJ

2
1ðpsÞ

; (2.5.43)

here we used the fact that the integral

ðx
0

dxxJ0ðxÞ ¼ xJ1ðxÞ; (2.5.44)

can be evaluated analytically (Abramowitz and Stegun 1968, p. 484). We now

define the relative error made when representing the function only with a finite

number of Bessel harmonics as the

ErrorðNÞ �

Ð R1

0
drr f ðrÞ �PN

s¼1

fsJ0ðpsr=R1Þ
� �2
Ð R1

0
drrf 2ðrÞ

: (2.5.45)

Using (2.5.43), (2.5.44) the last relation can be simplified to read

ErrorðNÞ ¼ 1� 4
XN
s¼1

J1ðpsR2=R1Þ
psJ1ðpsÞ

� �2
: (2.5.46)

Figure 2.13 illustrates this error. Taking a single mode the normalized error is 36%
for R2=R1 ¼ 0:5 and it drops to 2% for 20 modes. However, even with 20 modes the

error can be significantly higher if the radii ratio is small and it is more than 15% for

f(r)

1

R1R2 r

Fig. 2.12 Step function used

to model the effect of

truncation in a Bessel series

representation
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E
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)

0Fig. 2.13 Numerical error as

a function of the number of

terms
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N ¼ 20 and R2=R1 ’ 0:1 – see Fig. 2.14. These facts become crucial when an

accurate solution with multiple discontinuities is necessary.

2.5.3 Wake-Field in a Cavity

In order to examine transient phenomena associated with reflected waves we

calculate the electromagnetic energy in a cavity as a single point-charge traverses

the structure. Consider a lossless cylindrical cavity of radius R and length d.
A charged particle ðeÞ moves along the axis at a constant velocity v0. Conse-

quently, the longitudinal component of the current density is the only non-zero

term, thus

Jzðr; tÞ ¼ �ev0
1

2pr
dðrÞdðz� v0tÞ: (2.5.47)

It excites the longitudinal magnetic vector potential Azðr; tÞ, which for an azimuth-

ally symmetric system, satisfies

1

r

@

@r
r
1

@r
þ @2

@z2
� 1

c2
@2

@t2

� �
Azðr; z; tÞ ¼ �m0Jzðr; z; tÞ: (2.5.48)

In this section, we consider only the internal problem, ignoring the electromag-

netic phenomena outside the cavity. The boundary conditions on the internal walls

of the cavity impose Ezðr ¼ R; z; tÞ ¼ 0, Erðr; z ¼ 0; tÞ ¼ 0 and Erðr; z ¼ d; tÞ ¼ 0

therefore, the magnetic vector potential reads

Azðr; z; tÞ ¼
X1

s¼1;n¼0

As;nðtÞJ0 ps
r

R

� �
cos

pn
d
z

� �
: (2.5.49)

Using the orthogonality of the trigonometric and Bessel functions, we find that the

amplitude As;nðtÞ satisfies

N=20
20

10

0
0.0 0.2 0.4 0.6 0.8 1.0

R1R2 /

E
rr

or
 (

%
)

Fig. 2.14 Truncation error as

a function of the radius ratio

for a constant number of

Bessel harmonics
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d2

dt2
þ O2

s;n

� �
As;nðtÞ ¼ � ev0

2pe0

1

1

2
R2J21ðpsÞ

1

gnd
cos

pn
d
v0t

� �
hðtÞ � h t� v0

d

� �h i
;

(2.5.50)

where

gn ¼ 1 for n ¼ 0;
0:5 otherwise;

�
(2.5.51)

and

Os;n ¼ c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ps
R

� �2
þ pn

d

� �2r
; (2.5.52)

are the eigen-frequencies of the cavity. Before the particle enters the cavity (t< 0),

no field exists, therefore

As;nðt< 0Þ ¼ 0: (2.5.53)

For the time the particle is in the cavity namely, 0< t< d=v0, the solution of

(2.5.50) consists of the homogeneous and the excitation term:

As;n 0< t<
d

v0

	 

¼ B1 cosðOs;ntÞ þ B2 sinðOs;ntÞ þ as;n cosðontÞ; (2.5.54)

where

as;n ¼ � ev0
2pe0

1

1

2
R2J21ðpsÞ

1

gnd

1

O2
s;n � o2

n

; (2.5.55)

and

on ¼ pn
d
v0: (2.5.56)

Since both the magnetic and the electric field are zero at t ¼ 0, the function

As;nðtÞ and its first derivative are zero at t ¼ 0 hence

B1 þ as;n ¼ 0; (2.5.57)

and

B2 ¼ 0: (2.5.58)
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Consequently, the amplitude of the magnetic vector potential ½As;nðtÞ� reads

As;nðtÞ ¼ as;n cosðontÞ � cosðOs;ntÞ
� �

: (2.5.59)

Beyond t ¼ d=v0, the particle is out of the structure thus the source term in

(2.5.50) is zero and the solution reads

As;n t>
d

v0

	 

¼ C1 cos Os;n t� d

v0

	 
� �
þ C2 sin Os;n t� d

v0

	 
� �
: (2.5.60)

As in the previous case, at t ¼ d=v0 both As;nðt> d=v0Þ and its derivative, have to

be continuous:

as;n ð�1Þn � cos Os;n
d

v0

	 
� �
¼ C1; (2.5.61)

and

as;nOs;n sin Os;n
d

v0

	 

¼ C2Os;n: (2.5.62)

For this time-period, the explicit expression for the magnetic vector potential is

As;n t>
d

v0

	 

¼ as;n ð�1Þn � cos Os;n

d

v0

	 
� �
cos Os;n t� d

v0

	 
� �

þas;n sin Os;n
d

v0

	 

sin Os;n t� d

v0

	 
� �
; (2.5.63)

The expressions in (2.5.53), (2.5.59), (2.5.63) describe the magnetic vector

potential in the cavity at all times. Figure 2.15 illustrates schematically this

solution.

During the period the electron spends in the cavity, there are two frequencies

which are excited: the eigen-frequency of the cavity Os;n and the “resonances”

associated with the motion of the particle, on. The latter set corresponds to the case

when the phase velocity, vph ¼ o=k, equals the velocity L=R. Since the boundary

conditions impose k ¼ pn=d and the resonance implies

v0 ¼ vph ¼ c
o
c

d

pn

	 

; (2.5.64)

thus we can immediately deduce the resonance frequencies on as given in (2.5.56).

Now that the magnetic vector potential has been determined, we consider the

effect of the field generated in the cavity on the moving particle. The relevant

component is the longitudinal one
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Az r; z; 0< t<
d

v0

	 

¼

X
s¼1;n¼0

as;nJ0 ps
r

R

� �
cos

pn
d
z

� �
cos ontð Þ � cosðOs;ntÞ
� �

:

(2.5.65)

Note that we omitted the upper limit in the double summation since in practice,

the actual dimensions of the particle, which so far was considered infinitesimally

small, determines this limit. In order to quantify this statement we realize that the

summation is over all eigenmodes which have a wavenumber much longer than

the particle’s dimension i.e., Os;nDz=c< 1 and psRb=R< 1wherein Dz is the bunch

length whereas Rb represents its radius.

According to Maxwell’s equations, the longitudinal electric field is

e0
@

@t
Ezðr; tÞ ¼ �Jzðr; tÞ þ 1

r

@

@r
rHfðr; tÞ: (2.5.66)

Furthermore, the field that acts on the particle does not include the self-field,
therefore we omit the current density term. Using the expression for the magnetic

vector potential (2.1.32), we have

Ezðr; tÞ ¼ �c2
ð
dt
1

r

@

@r
r
@

@r
Azðr; tÞ; (2.5.67)

or explicitly,

Ez r; z;0< t<
d

v0

	 

¼
X

s¼1;n¼0

as;n
cps
R

� �2
J0

psr

R

� �
cos

pn
d
z

� � sinðontÞ
on

� sinðOs;ntÞ
Os;n

� �
:

(2.5.68)
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Fig. 2.15 Schematics of the

field distribution generated by

a particle as it traverse a

cavity. Prior to its entrance,

no field exists in the cavity.

When in the cavity the field

has two contributions:

directly from the source (non-

homogeneous) and reflections

from the walls

(homogeneous). After the

particle leaves the cavity only

the homogeneous

contribution remains
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In a lossless and closed cavity the total power flow is zero, therefore Poynting’s

theorem in its integral form reads

dW

dt
¼ �2p

ðR
0

drr

ðd
0

dzEzðr; z; tÞJzðr; z; tÞ: (2.5.69)

Thus substituting the current density (2.5.47) we obtain

W ¼ ev0

ðd=v0
0

dtEzðr; z ¼ v0t; tÞ; (2.5.70)

which has the following explicit form

W ¼ ev0
X

s¼1;n¼0

as;n
cps
R

� �2 ðd=v0
0

dt cosðontÞ sinðontÞ
on

� sinðOs;ntÞ
Os;n

� �
: (2.5.71)

We can evaluate analytically the time integral in this expression. As can be

readily deduced, the first term represents the non-homogeneous part of the solution
and its contribution is identically zero whereas the second’s reads

W ¼ �ev0
X

s¼1;n¼0

as;n
cps
R

� �2 1� ð�1Þn cosðOs;nd=v0Þ
O2

s;n � o2
n

: (2.5.72)

Substituting the explicit expression for as;n we have

�W � W
e2

4pe0d

	 
�1

¼
X

s¼1;n¼0

2ps
J1ðpsÞ
	 
2

1

gn

� 1

½p2s þ ðpnR=dgÞ�2 1� ð�1Þn cos Os;n

v0
d

	 
� �
: (2.5.73)

Figure 2.16 illustrates the normalized energy excited by a 10 MeV in the first

frequencies o< 10O1;0. In this range the spectrum is virtually independent of the

particles energy g � 1ð Þ

�Ws;nðg � 1Þ ¼ 2

J1ðpsÞps

	 
2
1

gn
1� ð�1Þn cosOs;n

c
d

	 

: (2.5.74)

The impact of the homogeneous solution (reflections) on the interaction with

electrons will be discussed in detail in Chap. 4 in the context of high power

traveling wave tubes. Recently, Sotnikov et al. (2009) recognized that the homoge-

neous solution (quenching wave) may be of the same order of magnitude as the

wake generated in high-gradient dielectric wakefield accelerator.
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2.6 Scattered Waves Phenomena

As an electromagnetic wave impinges upon an obstacle, it is scattered. This

reflected energy can be harnessed for interaction with charged particles or for

measurement purposes. In this section, we consider several cases chosen due to

their relative simplicity.

2.6.1 Plane Wave Scattered by a Dielectric Cylinder

As a starting point, let us consider a plane wave that propagates in the x direction
and it impinges upon a dielectric (ecyl) cylinder of radius R whose axis is parallel to

the magnetic field component of the incident wave

H incð Þ
z ðxÞ ¼ H0 exp �j

o
c

ffiffiffiffiffiffi
ebg

p
x

� �
; (2.6.1)

tacitly assuming a steady state regime exp jotð Þ and the background medium is

characterized by a dielectric coefficient ebg – see Fig. 2.17. Based on the generating
Bessel function (Abramowitz and Stegun 1968, p. 361)

exp
1

2
u v� 1

v

	 
� �
¼
X1
n¼�1

vnJnðuÞ (2.6.2)

this incident component may be written in cylindrical coordinates x ¼ r cosfð Þ as
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Fig. 2.16 Normalized energy

deposited by a 10 MeV point

charge in the first modes

o< 10O1;0

� �
of a cylindrical

cavity
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H incð Þ
z r;fð Þ ¼ H0 exp �j

o
c

ffiffiffiffiffiffi
ebg

p
r cosf

� �

¼ H0

X1
n¼�1

exp jn f� p
2

� �h i
Jn

o
c

ffiffiffiffiffiffi
ebg

p
r

� �
:

(2.6.3)

The presence of the cylinder alters the electromagnetic field thus the secondary field

is given by

H secð Þ
z r;fð Þ ¼ H0

X1
n¼�1

exp jn f� p
2

� �h i tnJn
o
c

ffiffiffiffiffiffiffi
ecyl

p
r

� �
r 
 R

rnH
ð2Þ
n

o
c

ffiffiffiffiffiffi
ebg

p
r

� �
r � R

8><
>: (2.6.4)

For imposing the boundary conditions, it is necessary to specify the azimuthal

electric field

E
incð Þ
f r;fð Þ ¼ �0H0

X1
n¼�1

exp jn f� p
2

� �h i jffiffiffiffiffiffi
ebg

p _Jn
o
c

ffiffiffiffiffiffi
ebg

p
r

� �

E
secð Þ
f r;fð Þ ¼ �0H0

X1
n¼�1

exp jn f� p
2

� �h i tn
jffiffiffiffiffiffiffi
ecyl

p _Jn
o
c

ffiffiffiffiffiffiffi
ecyl

p
r

� �
r 
 R

rn
jffiffiffiffiffiffi
ebg

p _H
ð2Þ
n

o
c

ffiffiffiffiffiffi
ebg

p
r

� �
r>R

8>>><
>>>:

(2.6.5)

Continuity of the two components facilitate to determine the amplitudes

rn ¼
b_JnðbÞ_JnðaÞ � a_JnðbÞJnðaÞ

a_JnðbÞHð2Þ
n ðaÞ � bJnðbÞ _Hð2Þ

n ðaÞ
;

tn ¼ b
_JnðaÞHð2Þ

n ðaÞ � JnðaÞ _Hð2Þ
n ðaÞ

a_JnðbÞHð2Þ
n ðaÞ � bJnðbÞ _Hð2Þ

n ðaÞ

(2.6.6)

where a ¼ ffiffiffiffiffiffi
ebg

p
oR=c and b ¼ ffiffiffiffiffiffiffi

ecyl
p

oR=c. With the amplitudes established, two

measures need to be considered. The first is the extent the cylinder scatters the wave

bg

y

x

e

cyl

R
e

Fig. 2.17 A plane wave

scattered by a dielectric

cylinder
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namely, the scattering cross-section. For this purpose we determine the total power

scattered in the cylindrical envelope of radius r � R and height Dz

Pscatt ¼ Dzr

ð2p
0

dfRe
1

2
E

secð Þ
f r;fð Þ H secð Þ

z r;fð Þ
h i�� �

¼ Dz2pr
�0 H0j j2
2
ffiffiffiffiffiffi
ebg

p
 ! X1

n¼�1
rnj j2Re j Hð2Þ

n

o
c

ffiffiffiffiffiffi
ebg

p
r

� �h i�
_H
ð2Þ

n

o
c

ffiffiffiffiffiffi
ebg

p
r

� �� �

¼ Dz2p
�0 H0j j2
2ebg

 !
2

p o
c

X1
n¼�1

rnj j2: ð2:6:7Þ

The scattering cross section is defined by the ratio of the scattered power and the

impinging energy flux, Sx ¼ 1
2

�0ffiffiffiffi
ebg

p H0j j2,

sscatt � Pscatt

Sx
¼ 2RDzð Þ 2

a

X1
n¼�1

rnj j2: (2.6.8)

Figure 2.18 illustrates the normalized cross-section �s ¼ sscatt=2RDzð Þ as a function
of the frequency.

It reveals the evident resonant character of the cross-section: for a dielectric

coefficient ecyl ¼ 3:3 and using N ¼ 100 azimuthal harmonics, the cross section is

almost 4 for R ’ 0:4l0 and close to unity if the radius is R ’ 0:72l0. Moreover, if

due to dielectric loss, part of the reflected power is absorbed, the effective cross-

section is systematically smaller than the lossless case.

The opposite is the case if the medium is active, as illustrated in Fig. 2.19. Since

multiple reflections in the cylinder may enhance significantly the scattered power,

the cross-section may be larger. In the figure the range between 0:9<R=l0 < 1:2
has been magnified, and for the specific parameters, the normalized cross section at
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Fig. 2.18 Normalized cross

section as a function of the

radius normalized to the

wavelength in vacuum.

Comparing to the lossless

case, the cross section in case

of a lossy cylinder is

systematically smaller since

part of the power is absorbed.

As a rough estimate �slossy 	
�slossless exp �2p R=l0ð Þ½ffiffiffiffiffiffiffi
ecyl

p
tan d�
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R ’ 1:1l0 has dropped from 3.1 to 2.5 due to the dielectric loss but it has increased

by almost a factor of four �s 	 12 in case of an active medium – corresponding to

about 11 internal reflections.

The second measure of interest is the screening factor, which is indicative of the
extent the cylinder reduces/magnifies the electromagnetic energy in its center. This

factor may be defined as the ratio of the electromagnetic energy densities at the

point of interest with and without the cylinder namely,

S � 10 log
w

trð Þ
E r ¼ 0ð Þ þ w

trð Þ
M r ¼ 0ð Þ

w
incð Þ
E r ¼ 0ð Þ þ w

incð Þ
M r ¼ 0ð Þ

" #
¼ 10 log t0j j2 þ t1j j2

� �
(2.6.9)

For the parameters mentioned above, the screening factor is illustrated in

Fig. 2.20 and evidently, the fiber tends to focus the electromagnetic energy.

As may be expected, this focusing is suppressed by lossy material and it is amplified

0

R/
N

or
m

al
iz

ed
 C

ro
ss

 S
ec

tio
n cyl=3.3

tand=0.01

lossless

N=100

0.9 1.0 1.1 1.2

5

10

15

d =-0.01

e

l0

"tan "

Fig. 2.19 Normalized cross
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by active medium. In addition, we observe that lossy or gain medium do not alter

the resonant pattern (peaks) associated with azimuthally propagating modes.

2.6.2 Evanescent Waves Scattered by a Dielectric Cylinder

In many cases of interest, waves attached to moving charges are scattered by

various obstacles and these radiating modes may be used for the characterization

of bunches of electrons as well as of the obstacle. We now exploit the relatively

simple configuration of the dielectric cylinder in order to examine the scattering of

evanescent waves attached to a charged line Q=Dzð Þ moving with a velocity v at a

height h>R – see Fig. 2.21. Near the cylinder the incident field is given by

H incð Þ
z x; y< h; tð Þ ¼ � Q

4pDz

ð1

�1
do exp jo t� x

v

� �
� oj j

gv
h� yð Þ

� �

¼ � Q

4pDz

ð1

�1
do exp jotð Þ

X1
n¼�1

In r;o; vð Þ exp jnfð Þ

In r;o; vð Þ � 1

2p

ðp

�p

df exp �jnf� j
o
c
r cosf� oj j

gv
h� r sinfð Þ

� �

(2.6.10)

Similar to the approach from the above,

H secð Þ
z r;f; tð Þ ¼ � Q

4pDz

ð1

�1
do exp jotð Þ

�
X1
n¼�1

exp jnfð Þ
tn oð ÞJn o

c

ffiffiffiffiffiffiffi
ecyl

p
r

� �
r 
 R

rn oð ÞHð2Þ
n

o
c

ffiffiffiffiffiffi
ebg

p
r

� �
r � R

8><
>:

(2.6.11)
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Fig. 2.21 Evanescent waves

attached to a moving charged-

line are scattered by a

cylinder
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and

E
incð Þ
f ¼ � Q

4pDz

ð1

�1
do exp jotð Þ �1

joe0ebg

X1
n¼�1

@rIn r;o; vð Þ exp jnfð Þ

E
secð Þ
f ¼ � Q

4pDz

ð1

�1
do exp jotð Þ �1

joe0

�
X1
n¼�1

exp jnfð Þ

1

ecyl
tn

o
c

ffiffiffiffiffiffiffi
ecyl

p� �
_Jn

o
c

ffiffiffiffiffiffiffi
ecyl

p
r

� �
r 
 R

1

ebg
rn

o
c

ffiffiffiffiffiffi
ebg

p� �
_Hn

ð2Þ o
c

ffiffiffiffiffiffi
ebg

p
r

� �
r � R

8>>><
>>>:

(2.6.12)

Thus imposing the boundary conditions we obtain the reflection and transmis-

sion coefficients

rn ¼
bJnðbÞ _In � a_JnðbÞIn

a_JnðbÞHð2Þ
n ðaÞ � bJnðbÞ _Hð2Þ

n ðaÞ
;

tn ¼ bHð2Þ
n ðaÞ _In � b _H

ð2Þ
n ðaÞIn

a_JnðbÞHð2Þ
n ðaÞ � bJnðbÞ _Hð2Þ

n ðaÞ

(2.6.13)

wherein _In R;o; vð Þ � R@rIn r;o; vð Þ½ �r¼R=a, a ¼ o
ffiffiffiffiffiffi
ebg

p
R=c, b ¼ o

ffiffiffiffiffiffiffi
ecyl

p
R=c.

With the field established, it is possible to determine the emitted energy during

the passage of the charged-line near the cylinder

W ¼
ð1
�1

dtPðtÞ ¼ Dzr

ðp

�p

df
ð1
�1

dt E
secð Þ
f r;f; tð ÞH secð Þ

z r;f; tð Þ

¼ Q2

2pe0Dz

ð1

�1
da

1

a

X1
n¼�1

rnj j2
(2.6.14)

which enables us to write the following expression for the normalized spectrum

d �W

da
� 1

Q2

2pe0Dz

dW

da
¼ 2

a

X1
n¼�1

rnj j2; (2.6.15)

it should be pointed out that it has been assumed that the charged-line moves in

vacuum thus, ebg ¼ 1. If the single line charge is replaced by train of M micro-

bunches of length Dk and thickness D?with a spacing L between each two micro-

bunches then the normalized spectrum is
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d �W

da
¼ 2

a

X1
n¼�1

rnj j2 sinc2
1

2

a

b
Dk
R

	 
 sinc2
1

2
M

a

b
L

R

	 


sinc2
1

2

a

b
L

R

	 
 sinhc2
1

2

a

gb
D?
R

	 
2
664

3
775 :

(2.6.16)

Note that the total amount of charge remains Q. For simplicity sake, we assume

for what follows that ecyl ! 1 namely, the field does not penetrate in the cylinder

therefore rn ¼ � _In= _H
ð2Þ
n ðaÞ and also that the bunch is ultra-relativistic (g ! 1) or

if to be more accurate, a
g
D?
R ; ag

h
R � 1. Since the last two transverse geometric

parameters D?
R
; hR are expected to be at the most of the order of unity, the previous

condition limits the spectrum of our approximation to a< aco � 0:01g. Another
implication is a significantly simpler expression for

_In � d

da

1

2p

ðp

�p

df exp �jnf� ja cosfð Þ
2
4

3
5 ¼ _JnðaÞ exp �jn

p
2

� �
(2.6.17)

which finally implies

d �W

da
¼ 2

a

X1
n¼�1

_J
2

nðaÞ
J2nðaÞ þ Y2

nðaÞ

" #
sinc2

1

2

Dk
R

a

	 
 sinc2
M

2

L

R
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sinc2
1

2
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R
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’ 1:345 1� exp �2:5að Þ½ �sinc2 1

2

Dk
R
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 sinc2
M

2

L

R
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sinc2
1

2

L

R
a

	 
 :

(2.6.18)

Evidently, the first term represents the contribution of the ideal line-charge whereas

the two trailing terms represent the single bunch size effect and the multiple

bunches impact respectively.

Before concluding this subsection, two comments are in place. First, the config-

uration considered above illustrates the coupling between the evanescent waves

attached to the moving charged-line and the propagating waves scattered by

cylinder. Due to the resemblance to regular diffraction, the emerging waves are

also referred to as diffraction radiation. Second, we need to provide an alternative

interpretation of the emitted spectral density as manifested in (2.6.16). From the

way it has been developed, it obviously characterizes the radiative contribution far

away from the charged-line. Based on Poynting theorem, the source of this radia-

tion is the effect of the secondary field on the charged-line
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W ¼
ð1

�1
dtPðtÞ ¼

ð1

�1
dtDz

ð1

�1
dx

ð1

�1
dyE secð Þ

x x; y; tð ÞJx x; y; tð Þ

¼ �Q

ð1

�1
dx

ð1

�1
do exp j

o
v
x

� �
E secð Þ
x x; h;oð Þ

(2.6.19)

Using the normalization employed above we get

d �W

da
¼ �Zk � � 2p

R�0

1

Q=Dz

ð1

�1
dx exp j

o
v
x

� �
E secð Þ
x x; h;oð Þ

2
4

3
5 (2.6.20)

which clearly reveals that the spectral density of the emitted energy is proportional

to the spatial Fourier transform of the electric field as experienced by the charged-
line. It can be readily checked that the square brackets have units of ohm-meter and

consequently, the normalized spectral density equals the, so called, (normalized)

longitudinal impedance experienced in this case by the charged-line.

2.6.3 Evanescent Waves Scattered by a Metallic Wedge

Diffraction radiation is commonly employed by the particle accelerator community

for characterizing the location and to some extent the shape of a charged bunch.

This is generally done with thin metallic foils. A model for describing the system, as

in the cylinder case, consists of a charged-line Q=Dzð Þmoving at a constant velocity

v at a height h above the tip of an ideal wedge ð2p� a2 <f< 2p� a1Þ – see

Fig. 2.22. In the frequency domain, the magnetic field is a solution of

1

r

@

@r
r
@

@r
þ 1

r2
@2

@f2
þ o2

c2

� �
Hzðr;f;oÞ ¼ @Jx

@y

� �
y¼rsinf

x¼rcosf

(2.6.21)
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Fig. 2.22 Evanescent waves

attached to a moving charged-

line are scattered by a wedge
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Obviously the radial electric field is zero on both sides of the wedge therefore

it is natural to employ the orthogonality of the corresponding azimuthal eigen-

functions namely,

Hz r;f;oð Þ ¼
X1
n¼0

HnðrÞ cos np fþ a1ð Þ= 2p� a2 þ a1ð Þ½ �; (2.6.22)

to get

1

r

d

dr
r
d

dr
� n2

r2
þo2

c2

� �
HnðrÞ ¼ SnðrÞ � 1

gn

1

2p� a2 þ a1

ð2p�a2

�a1

df
@Jx
@y

cos n fþ a1ð Þ½ �

(2.6.23)

with n ¼ np= 2p� a2 þ a1ð Þ. The source term may be simplified

SnðrÞ ¼ Q

2pDz

1

gn

�nð Þ
2p� a2 þ a1

1

r

ð2p�a2

�a1

df exp j
o
v
r cosf

� �

� sin n fþ a1ð Þ½ � cosfd y� hð Þ (2.6.24)

Next, we define f0 ¼ arcsin h=rð Þ and take advantage of the Dirac delta function

d y� hð Þ ¼ u r � hð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � h2

p d f� f0ð Þ þ d f� pþ f0ð Þ½ � (2.6.25)

Wherein uðxÞ denotes the Heaviside step function thus

SnðrÞ ¼ �Q

2pDz

n
gn

u r � hð Þ
2p� a2 þ a1

1

r2
exp j

o
v

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � h2

p� �
sin n f0 þ a1ð Þ½ �

n

� exp �j
o
v

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � h2

p� �
sin n p� f0 þ a1ð Þ½ �

o
: (2.6.26)

For a solution of (2.6.23) we employ the corresponding Green’s function

Gn r; r0ð Þ ¼ j
p
2

Jn
o
c
r0

� �
Hð2Þ

n
o
c
r

� �
r> r0

Hð2Þ
n

o
c
r0

� �
Jn

o
c
r

� �
r< r0

8><
>: (2.6.27)

and can formally determine the magnetic field

Hz r;f; tð Þ ¼
ð1

0

do
X1
n¼0

cos n fþ a1ð Þ½ � 2Re exp jotð Þ
ð1

0

dr0 r0 Gn r; r0ð ÞSn r0ð Þ
8<
:

9=
;

(2.6.28)
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With this field component established we may proceed and evaluate the radiated
energy at r ! 1

W ¼ Dzr

ð1

�1
dt

ð2p�a2

�a1
dfEf r;f; tð ÞHz r;f; tð Þ

¼ �02p
p
2

� �
2p� a2 þ a1ð ÞDz2

ð1

0

do
X1
n¼0

gn
1
o
c

ð1

0

dr0 r0 Jn
o
c
r0

� �
Sn r0ð Þ

������
������
2

(2.6.29)

Defining O ¼ oh=c, �W ¼ W Q2=2 2p� a2 þ a1ð Þe0Dz½ ��1
and x ¼ r=h the

normalized spectral density is given by

d �W

dO
¼ 2

O

X1
n¼1

ð1

1

dx
nJn Oxð Þ

x

exp j
O
b

ffiffiffiffiffiffiffiffiffiffiffiffi
x2�1

q	 

sin n arcsin 1=xð Þþa1ð Þ½ �

�exp �j
O
b

ffiffiffiffiffiffiffiffiffiffiffiffi
x2�1

q	 

sin n p�arcsin 1=xð Þþa1ð Þ½ �

8>>><
>>>:

9>>>=
>>>;

���������

���������

2

(2.6.30)

or finally, after defining x ¼ 1= sinc we obtain

d �W

dO
¼ 2

O

X1
n¼1

ðp=2

0

dc
nJn

O
sinc

	 


tanc

exp j
O
b
cotc

	 

sin n cþ a1ð Þ½ �

� exp �j
O
b
cotc

	 

sin n p� cþ a1ð Þ½ �

8>>><
>>>:

9>>>=
>>>;

���������

���������

2

:

(2.6.31)

Several observations are in place now that we have an explicit expression for the

energy’s spectral density. First, note that if the velocity is reversed v ! �v, this is

equivalent to taking the complex conjugate of the term in the curled brackets, the

spectral density is invariant. At the limit of very low frequencies, the spectral

density emitted by a relativistic bunch b 	 1ð Þ is inversely proportional to the
frequency as can be concluded from Fig. 2.23 where we plot this quantity as a

function of the normalized frequency Oð Þ. It should be pointed out that the first

twenty harmonics were considered and for fast convergence, the integration was

performed in the range e<c< p=2� e where e ¼ 0:0005p. As reference, we also
present the first two harmonics n ¼ 1; 2ð Þ.

Examining the same quantity as a function of the normalized momentum of the

bunch we conclude that – see Fig. 2.24 – for gb< 1 the spectral density is

proportional to b4 (for O ¼ 1) however, this dependence is strongly dependent on

the normalized frequency. For example, for O ¼ 0:2 the spectral density is propor-

tional to gb 1þ gb=15ð Þ4
h i�1=4

.
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Although only the n ¼ 1 and n ¼ 2 harmonics are illustrated, we found that all

harmonics reach an asymptotic value. In fact, this conclusion can be readily deduced

from the fact that the energy spectral density depends on b and the latter approaches

unity at high kinetic energy. The bending point depends both on the normalized

frequency the geometry of the wedge as well as on the harmonic’s index.

Exercises

2.1 Determine the boundary condition associated with charge conservation.

How it relates to (2.1.12)–(2.1.15)?

2.2 In the context of Sect. 2.2.4, calculate the electromagnetic field

associated with the moving charge (2.2.21)–(2.2.22). Calculate the
(continued)
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Fig. 2.24 Contribution of the first 20 harmonics to the normalized spectral density as a function of

the normalized momentum; a1 ¼ p=6, a2 ¼ p=4 and O ¼ 1: For a relativistic bunch each har-

monic reaches it asymptotic value at a different momentum. As reference, the first two harmonics

are also plotted. For O ¼ 1 the dashed line clearly reveals that the spectral density is proportional
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Poynting vector associated with this field. With this result, calculate the

total power. Is there a force acting on the moving particle?

2.3 Show that the power radiated in free space by the current distribution in

(2.3.2) is given by P ¼ �0I
2 od=cð Þ2=12p.

2.4 By virtue of the superposition principle, show that in case of multiple

“wires” carrying currents In located at xn; ynð Þ between the two plates of
a radial transmission line the magnetic vector potential is given by

Az ¼
X

n
In

1

4j
H

ð2Þ
0

o
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� xnð Þ2 þ y� ynð Þ2

q� �

2.5 Calculate the energy velocity (Sect. 2.3.3) assuming two modes TM01

and TM02 above cut-off. Plot the energy velocity as a function of the

ratio of the two modes 0:3< r ¼ jA01=A02j< 3:0.
2.6 Calculate the radiation impedance of the TM01 in a circular waveguide

of radius R. Assume a current distribution

Jrðr; z;oÞ ¼ IDzJ1ðp1r=RÞdðzÞp1=2prR:

2.7 The expression that determines the magnetic vector potential of N
electrons moving in a dielectric medium er at a velocity v

Azðr; z;oÞ ¼ � em0
ð2pÞ2 K0

o
c
r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2

v2
� er

r !XN
i¼1

exp �j
o
v

z� zið Þ
h i

Assuming that the electrons are uniformly distributed zij jbD=2, calcu-
late the power emitted by this bunch. Show that the power emitted in the

range l>D is proportional to N2. What happens in the range l<D?
Repeat the exercise for a Gaussian distribution.

2.8 In Sect. 2.4 we have demonstrated that

Pav

eNð Þ2v
2pe0R2

¼ 1=er
erb

2 � 1

X
s

2J1 psRb=Rð Þ
psRb=Rð ÞJ1 psð Þ sinc

ps
2

D=Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erb

2 � 1
p

 !" #2

Determine the condition(s) necessary to suppress the radiation excited

in specific mode(s). Can you ensure zero power in many modes? Hint:

for large values of s, psþ1 � ps 	 p.
2.9 Draw the normalized average power (2.4.58) for M ¼ 100 normalized

to M ¼ 1 as a function of L=R as in Fig. 2.7. Show that for specific

values of L=R, this quantity is of order of unity. Analyze the spectrum in

a few of these cases.
(continued)
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2.10 Calculate Green’s function associated with the system described in

Sect. 2.5.1. Begin with case when the source is located to the left of

the discontinuity and continue by solving the problem when the source

is between the discontinuities. Can you deduce the Green’s function for

the third case, when the source is after the third discontinuity, from the

first one. For the second case (point-source between the discontinuities)

can you design the system such that the source emits zero power?

2.11 Based on (2.5.40), analyze the spectrum of the emitted radiation as a

point-charge traverses a geometric discontinuity. Keep the ratio of the

number of modes in each region proportional to the radii ratio.

2.12 Based on the formulation of the wake generated by a point charge in a

loss-less cavity (Sect. 2.5.3), determine the spectrum of train of N point

charges generated in the same cavity. Assume that the spacing between

two adjacent charges is L.
2.13 Repeat the steps in Sect. 2.6.1 for the orthogonal polarization,

Ez ¼ E0 exp �j oc
ffiffiffiffiffiffi
ebg

p
x

� �
.

2.14 Analyze the normalized spectrum density in (2.6.16) as a function of the

various parameters.

2.15 Plot the contour of constant far-field emitted energy density from a

wedge (Sect. 2.6.3) for several values of the kinetic energy; a1 ¼ p=6,
a2 ¼ p=4 ; O ¼ 1 and g ¼ 2; 11; 21; 31.

2.16 Extend (2.6.31) to the case of a train of M micro-bunches of spacing L
and the length of each one is Dx whereas the thickness is Dy.
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Chapter 3

Elementary Electron Dynamics

There are numerous topics regarding electron’s dynamics, which can and probably

should be discussed as background to the investigation of distributed electron-wave

interaction. Among these, a fraction will be presented here with emphasis on basic

concepts that are of relevance to the principles to be elaborated in the next chapters.

All topics considered throughout the text rely on classical mechanics (Sect. 3.1) and

without exception they are consistent with the special theory of relativity

(Sect. 3.2), therefore the fundamentals of these two theories are summarized.

Beyond reviewing the fundamental concepts of relativistic classical dynamics,

we consider in Sect. 3.3 some of the methods of electron generation and discuss the

Child-Langmuir law which draws a limit on the maximum current achievable when

applying a voltage on a cathode. After electrons are generated, they are typically

guided by magnetic fields and waveguides to the interaction region. In Sect. 3.4 we

present some basics of beam propagation in free space with uniform or periodic

magnetic field. The section concludes with the basic measures of beam quality:

emittance and brightness.

Section 3.5 is dedicated to space-charge waves. After introducing the basic

concepts of fast and slow space-charge waves, we consider two instabilities that

can develop when these waves are present. One is the resistive wall instability and

the other is the two-beam instability. Interference of two space-charge waves is

shown to play the crucial role in relativistic klystrons. Chapter 3 concludes with a

brief discussion on radiation from moving charges (Sect. 3.6).

3.1 Classical Dynamics

In a substantial fraction of the interaction schemes, it is sufficient to describe the

electron-wave interaction in the framework of classical mechanics and for this

reason, we shall not discuss here quantum mechanic effects. The classical approach

includes either the Newtonian equation of motion, or Lagrangian or Hamiltonian

formalism. In all cases, the relativistic framework is considered. Furthermore, in all

L. Sch€achter, Beam-Wave Interaction in Periodic and Quasi-Periodic Structures,
Particle Acceleration and Detection, DOI 10.1007/978-3-642-19848-9_3,
# Springer-Verlag Berlin Heidelberg 2011
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cases of interest, many particles are involved and consequently, statistical methods

are invoked and for this purpose, we present very briefly the kinetic and the fluid

approximations, which are used throughout the text.

3.1.1 Newtonian Equations of Motion

The elementary equations, which describe the dynamics of a particle at the classical

level, are given by

d

dt
mgðtÞvðtÞ½ � ¼ FðtÞ; (3.1.1)

where FðtÞ is the force acting on the particle and if an electromagnetic field is

present then the force is given by the Lorentz force which reads

FðtÞ ¼ �e E½rðtÞ; t� þ vðtÞ � B½rðtÞ; t�f g; (3.1.2)

e andm represent the charge and the rest mass of the electron respectively, vðtÞ is its
velocity vector at any point in time and

gðtÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� vðtÞ � vðtÞ=c2p : (3.1.3)

The electromagnetic field, EðrðtÞ; tÞ and BðrðtÞ; tÞ is the field at the particle’s

location.

A full description of the particle’s dynamics requires to determine also the

location of the particle at each point in time; this is given by

d

dt
rðtÞ ¼ vðtÞ: (3.1.4)

The state-vector of such a particle is a 6D vector and it consists of the relative

location of the particle rðtÞ and its momentum i.e. rðtÞ;mgðtÞvðtÞ½ �.
As in the case of Maxwell’s equations, the energy conservation can be deduced

from these equations. For this purpose (3.1.1) is multiplied scalarly by vðtÞ. After
substituting (3.1.2) in the right-hand side, we can find that the second term contri-

bution is identically zero since the product v� B is orthogonal to both the velocity

vector and the magnetic induction. In the left-hand side we have

mvðtÞ � d
dt
½gðtÞvðtÞ�

¼ m
1

2
gðtÞ d

dt
vðtÞ � vðtÞ½ � þ m vðtÞ � vðtÞ½ � d

dt
gðtÞ;

(3.1.5)
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which can be simplified if we now use the definition of gðtÞ in (3.1.3) to express v � v
as c2½1� g�2ðtÞ� which yields

mc2
d

dt
gðtÞ ¼ �evðtÞ � E½rðtÞ; t�: (3.1.6)

This is the expression for single particle energy conservation.

3.1.2 Lagrangian Formalism

It is convenient in many cases to use a different approach when formulating the

dynamics of a single particle. The basic idea is to introduce a scalar function L,
called Lagrangian, from which the vector equation of motion can be derived. This

function depends on the velocity and location of the particle and in general, it may

also depend on time. Without loss of generality, we can define the action as

I ¼
ð t2
t1

dtLðv; r; tÞ; (3.1.7)

and require that the motion of the particle from time t1 to time t2 is such that the line
integral is an extremum for the path of motion. To formulate this statement

mathematically it implies to require that this action is at an extremum with respect

to a virtual change dr, hence

dI ¼ d
ðt2
t1

dtLðv; r; tÞ ¼ 0;

¼
ðt2
t1

dtdLðv; r; tÞ ¼ 0;

¼
ðt2
t1

dt
@L

@r
drþ @L

@v

d

dt
dr

� �
¼ 0;

¼
ðt2
t1

dtdr
@L

@r
� d

dt

@L

@v

� �
¼ 0;

(3.1.8)

In this context by “virtual” we mean an infinitesimal change in the configuration

space due to an infinitesimal change of the coordinates system, dr, consistent with
the forces imposed on the particle at the given time. In the last line of the expression

from the above, we used the fact that after the integration by parts, the variation at t1
and t2 is identically zero. Thus, in order to satisfy dI ¼ 0, the Lagrangian has to be a

solution of the following differential equation

d

dt

@L

@v

� �
� @L

@r
¼ 0: (3.1.9)
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This is called Lagrange’s equation and it is identical with the (relativistic) equations

of motion, provided that L is chosen to be

L ¼ mc2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v � v=c2

p
þ eðF� v � AÞ; (3.1.10)

where F is the scalar electric potential and A is the magnetic vector potential.

At this point, we are in position to define in a systematic way the momentum of a

particle in the presence of an electromagnetic field. This will be referred to as the

canonical momentum associated with the coordinate r and it is defined by

p ¼ @L

@v
¼ m

vffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v � v=c2p � eA ¼ mgv� eA: (3.1.11)

With this definition in mind and Lagrange equation, we can already point out one of

the advantages of the Lagrangian formalism. If L is not an explicit function of one

of the coordinates (say x) then the second term in (3.1.9) vanishes. This, in

conjunction with the last definition, implies that the corresponding component of

the canonical momentum (in this case px) is a constant of motion. Therefore, the

constants of motion can be deduced from the symmetry of the system.

3.1.3 Hamiltonian Formalism

In particular, if L does not depend explicitly on time then by its differentiation by

parts and using Lagrange’s equation we obtain

dL

dt
¼ @L

@r
� dr
dt

þ @L

@v
� dv
dt

¼ d

dt

@L

@v

� �
� vþ@L

@v
� dv
dt

dL

dt
¼ d

dt
v � @L

@v

� �
9>>>=
>>>;

) d

dt
L� v �@L

@v

� �
¼ 0: (3.1.12)

Subject to this condition, the expression in brackets is a constant and is propor-

tional to the total energy in the system. Based on this last result it is convenient to

define the so-called Hamiltonian of the system as

H ¼ v � p� L: (3.1.13)

For a relativistic particle it reads

H ¼ v � mgv� eAð Þ � �mc2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v � v=c2

p
þ e F� v � Að Þ

h i

¼ mc2g� eF:
(3.1.14)
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According to the last expression and comparing it to the free particle case,

the energy, in the presence of an electromagnetic field, is given by E ¼ H þ eF.
Bearing in mind that, according to the special theory of relativity, the energy and

the momentum are related by E2 ¼ p2c2 þ m2c4, we conclude that the Hamiltonian

of a relativistic particle expressed in terms of momentum p [using (3.1.11)] is

given by

H ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pþ eAð Þ2c2 þ ðmc2Þ2

q
� eF: (3.1.15)

This is also a scalar function and as in the case of the Lagrange’s function, there are

a set of equations, which describe the motion of the system. These read

dr

dt
¼ @H

@p
; (3.1.16)

and

dp

dt
¼ � @H

@r
: (3.1.17)

Neither the Lagrangian nor the Hamiltonian formalisms include more informa-

tion about the system than that provided by the Newtonian equations of motion;

however as indicated in the case of the Lagrange function, the constants of motion

can be determined in an easier and more systematic way. In addition, the formula-

tion of the dynamics of more complex variables can be “naturally” formulated.

Consider, for example, a dynamic variable rðp; r; tÞ and suppose it is required to

determine its equation of motion. At first glance the vector equations of motion

[(3.1.1)–(3.1.2)] give us a limited hint as of how to proceed however, the Hamilto-

nian formalism is very helpful since firstly we can write

dr
dt

¼ @r
@t

þ @r
@r

@r

@t
þ @r
@p

@p

@t
¼ @r

@t
þ @r

@r

dr

dt
þ @r
@p

dp

dt
(3.1.18)

and secondly substitute Hamilton’s equations. The result is

dr
dt

¼ @r
@t

þ @r
@r

@H

@p
� @r
@p

@H

@r
� @r

@t
þ r;Hf g: (3.1.19)

The latter definition is also known as the Poisson brackets. Hamiltonian formu-

lation and a generalization of Poisson brackets provide the basis for the quantum

formulation of microscopic electron’s dynamic. A more detailed discussion on

classical mechanics can be found in textbooks by Goldstein (1950) and Landau

and Lifshitz (1960).
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3.1.4 Kinetic Approximation: Liouville’s Theorem

The formulation presented above relies on a single particle interacting with the

electromagnetic field and no direct interaction is considered other than through this

field. Even in the absence of an external electromagnetic field there are numerous

electrons in any system and it is not possible to solve instantaneously the equations

of motion for all electrons, therefore statistical methods are invoked. Instead of

information regarding each particle, we consider the probability density, f ðr; p; tÞ,
to find a particle at a given time t in the 6-dimensional phase-space element

rp ! ðrþ drÞðpþ dpÞ; this probability density satisfies

ð1
�1

dr

ð1
�1

dpf ðr; p; tÞ � 1: (3.1.20)

Although the notation is the same, it is important to realize the difference

between ðr; pÞ in this sub-section and the previous one: previously, ðr; pÞ were

the coordinates of a given particle in a 6D phase-space whereas here, we do not

know the location of any of the particles. In (3.1.20), ðr; pÞ are the variables of the
probability density. Assuming that we know this probability density function, the

charge density is

rðr; tÞ � �enðr; tÞ ¼ �en0

ð1
�1

dpf ðr; p; tÞ; (3.1.21)

where n0 is the average particle density and the current density is

Jðr; tÞ ¼ �en0

ð1
�1

dpvf ðr; p; tÞ: (3.1.22)

These two expressions indicate that, in principle, if we know this function we

should be able to calculate the electromagnetic field. Motivated by this fact, we

proceed and determine next the dynamics of this probability density function.

According to Liouville’s theorem, the distribution function is a constant along
any trajectory in the phase-space. This is valid, for non-interacting particles and

closed system; however the formulation can be generalized to include collisions

and external effects. For a collisionless ensemble, the Liouville theorem can be

mathematically formulated as

d

dt
f ðr; p; tÞ ¼ 0: (3.1.23)

Using the Hamiltonian dynamics in terms of Poisson brackets as formulated in

(3.1.19) we have
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d

dt
f ðr;p; tÞ ¼ 0

¼ @f ðr; p; tÞ
@t

þ f ðr; p; tÞ;Hf g

¼ @f ðr; p; tÞ
@t

þ dr

dt
� @f ðr; p; tÞ

@r
þ dp

dt
� @f ðr; p; tÞ

@p

¼ @f ðr; p; tÞ
@t

þ v � @f ðr; p; tÞ
@r

� e Eðr; tÞ þ v� Bðr; tÞ½ � � @f ðr; p; tÞ
@p

¼ 0:

(3.1.24)

Let us now present a very simple solution of this equation, which also reflects on

the character of the interaction of charges in plasma. In contrast to the case of a gas

where each individual atom interacts only with its nearest neighbor due to the short

range character of a neutral atom, in the case of charged particles the range of the

Coulomb force is long and consequently many particles, in its vicinity, might be

affected. We consider a static electric field (E ¼ �rF) which develops in a neutral
system due to a local perturbation in the neutrality of the system. The Hamiltonian

in this case reads

H ¼ p2

2m
� eF; (3.1.25)

and the solution of (3.1.24) can be checked to read

f ðr; p; tÞ ¼ f0 expð�H=kBTÞ; (3.1.26)

where kB ¼ 1:38066� 10�23JK�1 is the Boltzman constant and T is the absolute

temperature of the particles; f0 is determined using (3.1.20). Integration over the

momentum can be performed analytically thus the density of the particles,

according to (3.1.21), reads

nðrÞ ¼ n0exp
eFðrÞ
kBT

� �
: (3.1.27)

A potential, which develops in the distribution, causes a change nðrÞ � n0 in the

particle density; n0 is the average density of the particles. The latter affects in turn

the electric scalar potential F hence

r2F ¼ e

e0
n0 exp

eF
kBT

� �
� 1

� �
: (3.1.28)
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Assuming ejFj=kBT � 1, we can expand the right-hand side in Taylor series of

which we keep only the first term. If we further assume spherical symmetry, we can

readily solve (3.1.28) and the electrostatic potential is given by

FðrÞ ¼ � e

4pe0

1

r
exp � r

lD

� �
; (3.1.29)

where lD is the Debye length, defined by

l2D ¼ e0kBT
n0e2

: (3.1.30)

The solution in (3.1.29) indicates that the potential generated by this perturba-

tion is screened on a scale of the Debye length and beyond this radius its effect is

vanishingly small. With this characteristic length parameter we can define the

typical (Debye) sphere whose volume is 4pl3D=3. In this range, the charge has a

non-negligible effect on adjacent particles. The number of the particles affected by

the perturbation mentioned above, is proportional to the product of the averaged

particles’ density, n0, and the volume of the Debye sphere. In order to avoid effects

of such fluctuations it will be reasonable to require that no particles (other than the

source) will be in this sphere i.e.,

n0 4p
1

3
l3D

� �
<1; (3.1.31)

which also means that the density has to be smaller than a critical value nc given by

n0 < nc � 4p
3

� �2 e0kBT
e

� �3

: (3.1.32)

Whenever the kinetic approximation will be employed, it will be assumed that this

condition is locally satisfied.

3.1.5 Hydrodynamic Approximation

In the framework of the kinetic approximation presented above, at a given location

there is a finite probability to find particles of different velocities. This is to say that

in an infinitesimal volume the energy spread of the electrons (represented by the

temperature) is significant. In many cases of interest, this spread is virtually zero

and as a result, we can attribute to all particles in an infinitesimal volume, a certain

velocity and density. For determining the dynamics of the velocity, it is assumed
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that the reaction of the particles to an external force is identical to that of a single

particle which satisfies

d

dt
mgðr; tÞvðr; tÞ½ � ¼ �e Eðr; tÞ þ vðr; tÞ � Bðr; tÞ½ �: (3.1.33)

and g satisfies

d

dt
mc2gðr; tÞ� � ¼ �evðr; tÞ � Eðr; tÞ: (3.1.34)

The particles’ density in the infinitesimal volume at the given time, nðr; tÞ,
satisfies the continuity equation

r � nðr; tÞvðr; tÞ½ � þ @

@t
nðr; tÞ ¼ 0; (3.1.35)

which is equivalent to the charge conservation introduced in context of Maxwell’s

equation (see Sect. 2.1.1). In the context of the equations above, the derivative d=dt
is given by

d

dt
¼ @

@t
þ vðr; tÞ � r: (3.1.36)

Assuming that the velocity and density fields were established, the charge and

current densities read

rðr; tÞ ¼ �enðr; tÞ; (3.1.37)

and

Jðr; tÞ ¼ �enðr; tÞvðr; tÞ (3.1.38)

thus the connection to Maxwell’s equations is completed. The three equations,

(3.1.33)–(3.1.35) together with Maxwell’s equations consist a self-consistent set of

electrodynamic equations in the framework of the hydrodynamic approximation.
Note that contrary to Sect. 3.1.1, the velocity vðr; tÞrepresents a field rather than a

coordinate of a particle in the phase-space.

In order to quantify this approximation, we can state that any variations of the

velocity (or density) field on the scale of an infinitesimal volume are negligible on

the scale of the distance between any two particles in this volume. If the density in

the mentioned volume is n then the characteristic distance between each two

particles is l ’ n�1=3 thus

jr � vj
jvj � 1

l
: (3.1.39)
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If, for example, the largest spatial variation is determined by the radiation field

i.e. l, then the condition above implies that l� n1=3 � 1; for a relativistic beam of

radius 3 mm carrying a current of 1 kA, the density is 7� 1011m�3, the character-

istic length l is l ’ 110 mm therefore as long as the radiation wavelength is larger

than 1; 000 mm the approximation is fully justified. However, for a strongly

bunched beam there will be regions in space where the density is orders of

magnitude smaller than the (initial) average density and consequently the validity

of the fluid approximation has to be properly re-examined. An additional perspec-

tive relies on the energy spread (temperature) which was assumed to be negligibly

low. In terms of Debye critical density, defined in (3.1.32), low temperature entails

low critical density nc therefore, the hydrodynamic approximation is valid as long

as n � nc.

3.1.6 Global Energy Conservation

In Chap. 2 we developed the Poynting’s theorem from Maxwell’s equations and it

was indicated that it is associated with the power and energy conservation of the

electromagnetic field. It was formulated as

r � Sþ @

@t

1

2
e0E � Eþ 1

2
m0H �H

� �
¼ �J � E; (3.1.40)

where S ¼ E�H is the Poynting vector and J was assumed to be given. At this

stage we can release this constraint since the current density was determined

(3.1.38) in terms of the density and velocity fields. Our goal now is to formulate

the global energy conservation of the electromagnetic, velocity and density fields as

one conservation law e.g., charge conservation in (2.1.12). For this purpose, we

substitute the current density definition in (3.1.40). In addition, we use the definition

of the total electromagnetic energy density W from (2.1.19) to write

r � Sþ @

@t
W ¼ env � E: (3.1.41)

The scalar product on the right-hand side is identical to that in (3.1.34), therefore

the last equation yields

r � Sþ @

@t
W ¼ �mc2n

d

dt
g; (3.1.42)

using the definition in (3.1.36) we have
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r � Sþ @

@t
W ¼ �mc2 n

@

@t
gþ nv � rg

� �
;

¼ �mc2
@

@t
ðngÞ � g

@

@t
nþr � ðnvgÞ � gr � ðnvÞ

� �
:

(3.1.43)

The continuity equation in (3.1.35) further simplifies this expression since the

sum of the second and the fourth terms on the right-hand side is zero, hence

r � Sþ mc2ngv
� �þ @

@t
W þ mc2ng
� � ¼ 0: (3.1.44)

This expression is the global energy conservation of the electromagnetic, velocity

and density fields. The total energy flux is given by the first term and it is the sum of

the electromagnetic Poynting vector and the kinetic energy flux: Sþ mc2nðg� 1Þv.
The total energy density stored in the system is the sum of the electromagnetic

energy density W and the kinetic energy density W þ mc2nðg� 1Þ. For these

interpretations we have subtracted from (3.1.44) the continuity equation

r � Sþ mc2nðg� 1Þv� �þ @

@t
W þ mc2nðg� 1Þ� � ¼ 0; (3.1.45)

multiplied by the rest energy of the electron i.e., mc2.

3.2 Special Theory of Relativity

Modern high power radiation sources and accelerators rely on the interaction of

electromagnetic waves with electrons whose velocity is very close to c. In these

conditions, one has to invoke relativistic dynamics.

3.2.1 Basic Principles

The dynamics of the electrons as formulated so far is consistent with what is known

as the Special Theory of Relativity as formulated by Albert Einstein in 1905. For an

adequate formulation of its principles, we have to introduce the concept of the

system of reference also referred to as frame of reference. It consists of a set of

rulers to measure the distance and enabling us to determine the location of an

event in space and in addition, a series of clocks which monitor the time. An inertial

frame of reference can be conceived as being attached to a free particle i.e.,

a particle which no forces act on, thus it moves with a constant velocity. Another

frame of reference moving at a different but constant velocity is also inertial.
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The first principle of the theory states that: (1) The laws of nature are form-
invariant with respect to the transformation from one frame of reference to another.
In other words, the laws of nature can be written in the same form in all inertial

systems of reference. As an example, let us consider a motionless frame of

reference Rðx; y; z; ctÞ and the law of nature to be examined is Maxwell’s equations

r� Eþ @

@t
B ¼ 0;

r�H� @

@t
D ¼ J;

r � D ¼ r;

r � B ¼ 0:

(3.2.1)

Now, in another frame of reference, R0ðx0; y0; z0; ct0Þ, Maxwell’s equations have

an identical form. “Primed” notation indicates that the numbers which indicate the

location and the time of the event under consideration are different than these

measured in laboratory frame. Similarly, primed field components or the source

terms are those measured by an observer in the moving frame and according to (1)

they satisfy

r0 � E0 þ @

@t0
B0 ¼ 0;

r0 �H0 � @

@t0
D0 ¼ J0;

r0 � D0 ¼ r0;
r0 � B0 ¼ 0:

(3.2.2)

The two observers, one in the laboratory and the other in the moving frame of

reference, intend to “compare notes” regarding data each one has measured. In this

process they have to take into consideration the finite time it takes information to

traverse the distance between two points. This brings us to the second principle of

the special theory of relativity which states that (2) The phase velocity of a plane
electromagnetic wave in vacuum is the same in all inertial frames of reference.

3.2.2 Lorentz Transformation

In contrast with Newtonian mechanics, where the spatial coordinates are variables

and the time is a parameter, according to special theory of relativity the time a

coordinate as the other three spatial coordinates. Therefore, in order to describe the

motion of a wave in vacuum, we denote by dr the space interval it traverses in a

time-interval dt hence, dr ¼ cdt. The last expression can also be written as

ds2 ¼ dr2 � c2dt2 ¼ dx2 þ dy2 þ dz2 � c2dt2 ¼ 0; (3.2.3)
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which is a generalization of the concept of distance in a regular three dimensional

space. As clearly indicated, in the particular case of a plane wave, the distance it

traverses in the four dimensional space (space-time) is zero. By virtue of the invari-

ance of the phase-velocity, the moving observer can write the same statement as

ðds0Þ2 ¼ dx0ð Þ2 þ dy0ð Þ2 þ dz0ð Þ2 � cdt0ð Þ2 ¼ 0: (3.2.4)

Without loss of generality, we can assume that the relative motion of the two

frames of reference is along the z axis and that at a certain point in space-time the

two frames overlap; thus, we assume the following general transformation

dx0 ¼ dx;

dy0 ¼ dy;

dz0 ¼ a11dz� a12cdt;

cdt0 ¼ a22cdt� a21dz:

(3.2.5)

Substituting these relations in (3.2.3)–(3.2.4) and comparing coefficients we find

the following relations

a211 � a221 ¼ 1;

a222 � a212 ¼ 1;

a11a12 � a22a21 ¼ 0:

(3.2.6)

At the origin ðz0 ¼ 0Þ, we must have z ¼ v0t where v0 is the relative velocity

between the two frames, therefore a12=a11 ¼ b � v0=c. With this observation we

can now determine the coefficients of (3.2.5). Firstly, we substitute a12 ¼ ba11 in

the second and third equation. Secondly, we substitute a22 from one of the resulting

equations. The equation obtained for a21 can be solved and the result is a21 ¼ gb
where g ¼ ½1� b2��1=2

. The other two coefficients can be readily determined and

they are given by a12 ¼ gb, a22 ¼ g and a11 ¼ g. These coefficients define the so-

called Lorentz transformation which for the 4-vector of the coordinates ðr; ct) can
be formulated as

x0 ¼ x;
y0 ¼ y;
z0 ¼ gðz� bctÞ;
ct0 ¼ gðct� bzÞ:

(3.2.7)

The transformation from the laboratory frame of reference to the moving one is

determined by reversing the sign of b and replacing the prime and unprimed

variables namely,

x ¼ x0;
y ¼ y0;
z ¼ gðz0 þ bct0Þ;
ct ¼ gðct0 þ bz0Þ:

(3.2.8)
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The same transformation relates the components of any 4-vector in the moving

frame and the laboratory.

3.2.3 Kinetic and Dynamic Quantities

The phase velocity of a plane wave was defined as the velocity an observer has to

move in order to measure the same phase – e.g. to be on the crest of the wave. If

according to the special theory of relativity this velocity is the same in all frames of

reference, then we may expect that the phase itself is also invariant otherwise, the

observer will measure a phase which varies. Hence,

o t� k � r ¼ o0t0 � k0 � r0 ¼ const:; (3.2.9)

where o is the angular frequency and k is the wave-number vector. Substituting

Lorentz transformations, we obtain the following transformation for the frequency

and wave-numbers:

k0x ¼ kx;

k0y ¼ ky;

k0z ¼ g kz � b
o
c

	 

;

o0

c
¼ g

o
c
� bkz

	 

:

(3.2.10)

As in the space-time transformation, the inverse is obtained by reversing the sign

of b and replacing the prime and unprimed variables i.e.,

kx ¼ k0x;
ky ¼ k0y;

kz ¼ g k0z þ b
o0

c

� �
;

o
c
¼ g

o0

c
þ bk0z

� �
:

(3.2.11)

Similar to the 4-vector of the coordinates (r; ct) which describes an event in an

inertial frame of reference, the set (k;o=c) also forms a 4-vector which describes

the propagation of an electromagnetic wave in vacuum.

Another 4-vector is that of the source densities ðJ; crÞ as can be concluded after

applying invariance principle on the charge conservation law as expressed in

(2.1.12). The detailed proof is left as an exercise to the reader. In addition, the

potentials ðA;F=cÞ form a 4-vector provided that the Lorentz gauge is imposed.
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In order to prove the last statement one can check, by analogy to (3.2.3), that the

wave equation operator

@2

@x2
þ @2

@y2
þ @2

@z2
� 1

c2
@2

@t2
; (3.2.12)

is relativistically invariant. Subject to the Lorentz gauge, we can write the wave

equations for the potentials

@2

@x2
þ @2

@y2
þ @2

@z2
� 1

c2
@2

@t2

� �
A;

F
c

� �
¼ m0 J; crð Þ: (3.2.13)

Since the right-hand side is relativistically invariant, as is the wave-equation

operator, we conclude that the three components of A and F, i.e. (A;F=c), form a

relativistically invariant 4-vector.

Comment 3.1. While all the quantities specified so far form a 4-vector and the

transverse components are relativistically invariant, in the case of the electromag-

netic field components, the longitudinal components are invariant E0
z ¼ Ez;ð

B0
z ¼ BzÞ. The transverse components satisfy

E0
x ¼ g Ex � bcBy

� �
E0

y ¼ g EyþbcBx

� � cB0
x ¼ g cBx þ bEy

� �
cB0

y ¼ g cBy � bEx

� �

and all six components form an anti-symmetric 2nd rank field-strength tensor

0 cBz �cBy �Ex

�cBz 0 cBx �Ey

cBy �cBx 0 �Ez

Ex Ey Ez 0

0
BB@

1
CCA:

It is instructive to examine a few of the principles presented above in a free

electron laser – see Sect. 1.2.4. This consists of a static periodic magnetic field

(wiggler) and an electron beam, which is injected in this field with a velocity v0
from z ! �1 to 1 as illustrated in Fig. 3.1. If the period of the wiggler is L then

the magneto-static (o ¼ 0) “wave-number” associated with this field is kw ¼ 2p=L
i.e., Bx ¼ B0 cosðkwzÞ. This magneto-static field is seen by the moving electron as a

wave since if we substitute the third equation of (3.2.8) we obtain

cos½kwgðz0 þ bct0Þ�. In the frame of reference attached to the electron this wave

propagates from z0 ! 1 to �1. Based on the argument of the trigonometric

function we can readily identify the characteristic frequency the electron oscillates

as o0 ¼ ckwgb and the wave number as k0z ¼ �kwg. The same result is achieved by

employing the transformations in (3.2.10): firstly, we observe that the wiggler’s

wave-number in the laboratory frame of reference is kz ¼ �kw and as indicated
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previously, the field is static, therefore o ¼ 0. Secondly, we substitute these two

quantities in (3.2.10) and obtain:

k0z ¼ g½ð�kwÞ � 0� ¼ �gkw;

o0

c
¼ g½0� bð�kwÞ� ¼ gbkw:

(3.2.14)

Again, this corresponds to a backward propagating wave since

k0z ¼ � 1

b
o0

c
: (3.2.15)

Under the influence of this wiggler the electron oscillates around its initial

location ðz0 ¼ 0Þ thus, the force in its frame is expected to have the form

cosðkwgbct0Þ. As it oscillates, it emits radiation in all direction however, for

simplicity sake we consider only the waves emitted along the z0 axis. In the positive
direction it emits a wave which oscillates at o0 and its wave-number is k0z ¼ o0=c.
Substituting in (3.2.11) we translate the parameters of this wave into the laboratory

frame of reference, the result being

o
c
¼ g

o0

c
þ b

o0

c

� �
¼ kwg2bð1þ bÞ: (3.2.16)

For relativistic particles (b ! 1) the radiation wavelength is

l ’ 1

2g2
L; (3.2.17)

and if L ¼ 4 cm, the radiation wavelength for a 100 MeV electron is 0.5 mm,

therefore this scheme has the potential of generating tunable radiation at

frequencies which are not achievable with atomic or molecular lasers.

N N N N N N NS S S S S SS SN

S N SS N S N S N S N S N S N S N

L

=f L(1-b = L(1+l b)/b l b)/b

bc

Fig. 3.1 Radiation emitted

by an electron moving in a

periodic magnetic field as

measured in the laboratory

frame of reference
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The wave emitted in the negative direction of the z’ axis has a wave number

k0z ¼ �o0=c and in the laboratory frame of reference its frequency is

o
c
¼ g

o0

c
þ b �o0

c

� �� �
¼ kw

b
1þ b

: (3.2.18)

Clearly in this direction (anti-parallel to the electron) the frequency is much lower

and even for a relativistic particle it reaches the o ’ ckw=2 level. The reader is

encouraged to calculate the frequency emitted at an arbitrary angle y.
Many other analytic examples employing the concepts of Einstein’s Special Theory

of Relativity can be found in books by Pauli (1958), Van Bladel (1984) and

Schieber (1986).

3.3 Electron Generation

In all interaction mechanisms to be discussed in this text, the electrons are free. But

in nature electrons are attached to atoms or molecules, therefore they have to be

extracted from the material in order to utilize them for conversion of energy. In this

section, we consider a few topics associated with free electrons’ generation. There

are several ways to free electrons from the bulk material: they can be extracted from

metals by applying an electric field perpendicular to the metal-vacuum interface –

this is called field-emission. This concept gained a renewed interest due to the

possibility of building small tips (of sub-microns scale) using micro-electronics

technology. With this technique, each tip emits small currents but since many such

tips can be made on one centimeter square, the current density can become quite

significant. The applied voltage is also low comparing to usual field-emitters.

A second method to extract electrons is the thermionic emission. In this case, the

emitting surface (cathode) is heated and a fraction of the electrons in the material

can overcome the work function and they become free. A third mechanism relies on

photo-emission. In this case, a laser beam illuminates the cathode its photons

providing the electrons with sufficient energy to overcome the work function.

A fourth mechanism relies on the emission of electrons from metallic tips adjacent

to dielectric materials. A fifth possible mechanism relies on what is called secondary
emission in which case one electron hits a surface and releases more electrons. In the

subsections that follow, we consider several topics related to electrons generation.

3.3.1 Field Emission from a Rough Surface

In the framework of a crude model, the electrons in a metal can be conceived

to behave as an ideal gas confined by a potential well – of characteristic height

determined by the work-function. If an external field is applied, a fraction of these
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electrons tunnel through this potential well. While in vacuum, these electrons are

pushed away by the extracting field and pulled back by the corresponding image-

charges. In 1928 Fowler and Nordheim (1928) have employed these concepts to

demonstrate that the current density emitted is proportional to E2 exp � :::ð Þ=E½ �.
A revised version of the original formula is accepted to have the form (Miller 1982)

J½A=cm2� ¼ 1:54 � 10�6E2

’ t2 3:79 � 10�4

ffiffiffi
E

p

’

� � exp �6:83 � 107 ’
3=2

E
v 3:79 � 10�4

ffiffiffi
E

p

’

� �� �

(3.3.1)

where E½V=cm� denotes the electric field, the work function is denoted by ’½eV�
and the two other functions can be approximated by vðuÞ ’ 1� u1:6897,

tðuÞ ’ 1þ 0:1107u1:3343. This represents an ideal situation whereby the emitting

surface is of zero roughness. In practice, the surface has a finite roughness and as

a result the local field is enhanced by a geometric representing the micro-protrusion

therefore locally, we may expect current density enhancement. At the macroscopic

level, namely after averaging over all microscopic deviations from ideal flatness,

the emission may be corrected by replacing the local electric field ðEÞ by an

enhancement factor b or explicitly, E ! bE.
In this subsection, we consider an idealized model to describe the random micro-

protrusions in terms of a corrugated surface for establishing the effect of such

a geometry on the global character of the emission. Several researchers (Miller

1967, 1984; Lewis 1955; Chatterton 1966) have considered the effect of various

geometric configurations on the emission of electrons with the main emphasis on

evaluating the geometric enhancement factor b of a single emitter. Even when

multiple emitters are involved, as is the case of arrays of field emitters, each tip

is isolated and controlled individually thus, in zero order, the coupling effect
between adjacent tips is neglected. When the coupling is considered, some grating

parameters facilitate generation of maximum current and others lead to maximum

current density. In order to envision the reason for such a maximum to occur we

have to bear in mind that once the tips are apart, the electric field may be large and

consequently, the current density at its peak is high but the total current generated in

a unit length of the structure is small since the emitting area is miniscule. At the

other extreme, if the tips are very close to each other, they affect each other, the

electric field (at the tip) is relatively small, and again the total current generated in

a unit length is small although the emitting area is considerably larger. Between

these two low values, the current is expected to achieve a maximum value.

In order to examine in detail this effect let us consider a two-dimensional system

as illustrated in the top frame of Fig. 3.2. It consists of a uniform anode and

a corrugated cathode with rectangular grooves and teeth. The period of the system

is denoted by L, the anode-cathode gap is denoted by g, the tooth’s width is d, its
height is h and a voltage V0 is applied to the anode. For this relatively simple

geometry, we can calculate the electrostatic potential distribution in the entire
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volume. The boundary conditions on the anode ðz ¼ gÞ and on the grooves specify

the following solution of Laplace’s equation:

Fðx; zÞ ¼ V0

z

g
þ
X1

n¼�1
An exp �jknxð Þ sinh½knðz� gÞ�

sinhðkngÞ
0< x< L

0< z< g

X1
m¼1

Bm sin
pmx
L� d

	 

sinh

pm
L� d

ðzþ hÞ
h i 0< x< L� d

�h< z< 0

8>>>><
>>>>:

(3.3.2)

where kn ¼ 2pn=L. It is convenient to define,

znm � 1

L� d

Z L�d

0

dx exp �jknxð Þ sin pmx
L� d

h i
;

Um � 1

g

L� d

pm
1� ð�1Þm½ �;

Vm0m � 2

pm
L� d

L

� �2

tanh
pmh
L� d

� � X1
n¼�1

ðknLÞz	nmznm0 cothðkngÞ:

(3.3.3)

With these definitions we may express the relations obtained when imposing the

boundary conditions, at z ¼ 0, in terms of bB ¼ I þ V
h i�1

U thus the two sets of

amplitudes read

Bm ¼ bBm
2

pm cosh
pmg
L� d

	 
 ;

An ¼ �L� d

L

X1
m¼1

z	nmBm sinh
pmg
L� d

	 

;

(3.3.4)
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Fig. 3.2 Schematic of the

system is presented in the top-

frame. In the lower frame

typical potential-contours are

illustrated (for L ¼ 1mm,

h ¼ 1mm, d ¼ 0:5mm and

g ¼ 1mm)
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the identity matrix is denoted here by ðIÞ. This quasi-analytic formulation enables

good estimate of the numerical error, defined by

Error �
R L�d
0

Fðx; z¼ 0þÞ � Fðx; z¼ 0�Þ½ �2dxþ R LL�d Fðx; z¼ 0þÞ½ �2dxR L�d
0

Fðx; z¼ 0�Þ½ �2dx
(3.3.5)

and throughout the simulations to be presented this error was kept below 0.1%.

Typical normalized potential-contours are illustrated in the lower frame of Fig. 3.2

(for L ¼ 1mm, g ¼ 1mm, d ¼ 0:5mm and h ¼ 1mm). The total current (I) due to
field emission was calculated by integrating (3.3.1) over all four surfaces of one
period of the structure; the integration was performed numerically. Based on the

calculation of I we may establish the average current density Jav ¼ I=LDy where Dy

represents the typical length in the y direction.
Let us now examine the current (I) and the average current density (Jav) as

a function of the various parameters taking Dy ¼ 1 cm, ’ ¼ 2 eV and V0 ¼ 200 kV.

When choosing the last parameter it has been tacitly assumed that the surface of the

material that forms the grating is smooth b ¼ 1ð Þ.
Figure 3.3 illustrates the average current density Jav as a function of the fraction

d=L for various values of h=g. The plot reveals the existence of an optimal value

close to d=L ¼ 0:008. According to this plot this optimal value is virtually inde-

pendent of the ratio h=g; in this case L ¼ g ¼ 1mm. Furthermore, bearing in mind

that the anode-cathode spacing ðgÞ is constant, this plot indicates that the current

increases as the groove’s height increases. This increase continues as long as

h 
 L� d; beyond this value there is no further increase in the peak current density.
No optimal value ðd=LÞ exists if we examine the current rather than the average

current density. However, if we do plot the current in one period ðIÞ as a function of
L (with d=L is a parameter) we find that there is an optimal period L as clearly

revealed in Fig. 3.4.
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Fig. 3.3 The variation of the

average current density Jav as
a function of the ratio d=L, for
various values of g=h. The
other parameters are

L ¼ 1mm and g ¼ 1mm
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In this particular case the maximum occurs for L ¼ 0:25mm where the other

parameters are: h ¼ 0:5mm and g ¼ 1mm. Note that the location of the peak is

almost independent of the ratio d=L. Finally, if we keep the ratio d=L constant and

allow h to vary (g ¼ 1mm and d=L ¼ 0:008), the peak of the current is strongly

dependent on h – see Fig. 3.5. At high h values ðh � L� dÞ the current peak value

reaches a constant value. No maximum occurs when the current in one period is

plotted as a function of d=L.
In conclusion, for an efficient field emitter it is necessary to determine the

optimization criterion: either we choose a grating geometry for generation of

maximum current in one period or maximum average current-density. A different

geometry meets the specification in either case. In case of a grating of a given

period, we may expect to obtain maximum average current-density as a function of
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d=L. On the other hand, if manufacturing constraints impose the ratio d=L, it is
reasonable to expect an optimal grating’s period in order to achieve maximum

current. This approach may be employed for establishing the effective b of the

surface, for example, the average current density illustrated in Fig. 3.3 at the given

voltage, determines the effective b for a given grating configuration.

3.3.2 Enhanced Field Emission by a Dielectric Medium

Fowler-Nordeheim expression was developed subject to the assumption that the

metallic half-space is flat and it faces vacuum. In many cases of interest, dielectric

substances (oxides) are deposited on the metals either intentionally or not. Such

a dielectric material may insulate the emitting surface and suppress the emission,

or enhances locally the emission because of effective “focusing” of the electric

field – as is the case of light rays and a lens. While this effect may be devastating

in certain cases when the surface needs to sustain intense electric fields, it might

be of great benefit in cases when controlled field emission is required e.g. elec-

tron emission using ferro-electric based cathodes. In this sub-section we present

a crude model revealing the effect of a dielectric material on the field-emission

from a metallic edge.

Consider a sharp edge of angle a attached to a dielectric ðerÞ half-space as

illustrated in Fig. 3.6. It is assumed that the radius of curvature of the edge is

much smaller than the longitudinal dimension ðDzÞ of the edge such that the system
may be assumed to be infinite in the z direction. Furthermore, on the edge the

electrostatic potential is assumed to be zero therefore, we may write the following

solution for the Laplace equation

Fðr;fÞ ¼
A1 sin½nðf� pþ aÞ�rn 0<f<p� a

A2 sin½nðfþ pÞ�rn �p<f<0:

8<
: (3.3.6)

This solution satisfies the boundary conditions at f ¼ p� a and f ¼ �p.
The curvature ðnÞ of the field is determined by imposing the boundary conditions

Dielectric

Metal
a

f

re

Vacuum

Fig. 3.6 Schematic of the

triple-point system and the

associated constant potential

lines
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for F and Df at f ¼ 0. From the two resulting equations we can establish the

expression which determines the variation of curvature parameter,n, as a function of
a and er, it reads

er tan½nðp� aÞ� ¼ � tanðpnÞ: (3.3.7)

Solution of this expression determines the general behavior of the potential near the

edge. A typical distribution is illustrated in Fig. 3.6 for a ¼ p=6 and er ¼ 300.

At the limit of very high dielectric coefficient (er ! 1) the curvature

approaches the value of n ! 0:5. For the other extreme ðer ¼ 1Þ, the solution of

(2) has an analytic form which reads

n ¼ 1

2
1� a

2p

	 
�1

: (3.3.8)

Figure 3.7 illustrates the variation of the curvature ðnÞ as a function of the

dielectric coefficient ðerÞ between the two limits mentioned above.

The curvature parameter determines the electric field, which in turn controls

the surface charge distribution on the metallic edge. Let us now calculate the charge

stored on both sides of the edge on a strip which is Dz long and its width is R.
The choice of radius (R) is arbitrary but it is tacitly assumed that it is much larger

than the radius of curvature of the edge and much smaller than the distance to

the anode. On the top strip of the edge the total charge is given by Qtop ¼ �DzR R
0
drDfðr;f ¼ p� aÞ ¼ Dze0A1R

n whereas on the bottom strip Qbottom ¼ �Dz

e0erA2R
n. The electrostatic potential also enables us to calculate the total electro-

static energy ðWEÞ stored in a partial ðp� a>f>� pÞ cylinder of radius R and

length Dz. This energy enables us to define the capacitance of the system according

to C � Q2
total=2WE or explicitly
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C ¼ e0Dz
2fsinðnpÞ þ er sin½nðp� aÞ�g2

ðp� aÞ sin2 ðnpÞ þ per sin2 ½nðp� aÞ� ; (3.3.9)

where we used the definition of the total charge on both sides of the edge namely,

Qtotal ¼ Qtop þ Qbottom. In zero order this capacitance is linear in er however if we
plot the ratio C

0 � C=ere0Dz (see Fig. 3.7) we find that the curvature parameter ðnÞ
determines also the deviation from linearity of the capacitance. With the capaci-

tance established we further define an effective voltage as Veff � Qtotal=C hence

Veff ¼ 1

2
A1R

n ðp� aÞ sin2 ðnpÞ þ per sin2 ½nðp� aÞ�
sinðnpÞfsinðnpÞ þ er sin½nðp� aÞ�g : (3.3.10)

We next examine the current emitted from the top strip of the edge assuming

either a constant voltage ðVeffÞ or a constant charge ðQtopÞ. For simplicity sake we

adopt here a simple version of the Fowler-Nordheim expression, J ’ k1E
2e�k2=E

wherein k1 ¼ 1:54� 10�6=W A=V2
� �

, k2 ¼ 6:83� 107W1:5 V=m½ � and W is the

work function of the metal. Using the analytic expressions for the electric field

derived based on (3.3.6), we can determine the current emitted from the top surface

I ¼ I0
n2

2n� 1
e�a0=n þ a0

n

ð1
0

dyyð2n�1Þ=ð1�nÞe�a0y=n
� �

(3.3.11)

where I0 ¼ DzRk1E
2
eff , and a0 ¼ k2=Eeff , Eeff ¼ Qtop=e0RDz. This expression

indicates that the emitted current is inversely proportional to 2n� 1 and bearing

in mind that the curvature parameter ðnÞ approaches 0.5 as er tends to infinity, we

may expect the current to increase as er increases. This result is confirmed in

Fig. 3.8 where we plot the average current density defined as I=DzR. In fact

(3.3.11) reveals that within a reasonable approximation ða0 � 1Þ the current is

linear in er.
A closer look at the variation of the current is revealed in Fig. 3.9 where we

plot the same average current density but divided by er and, as in the case of the
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capacitance, we observe that the curvature parameter (n) affects the total current

emitted by the metal; the parameters are as follows: Dz ¼ 1 cm, R ¼ 1mm,

a ¼ p=6, W ¼ 4:5 eV (Tungsten) and Qtop ¼ 0:5� 10�6DzR.
A similar behavior is observed when Veff is assumed to be constant; the current

in this case is given by

IðnÞ ¼ I1
w2ðnÞ
2n� 1

exp � b0
wðnÞ

� �
þ b0
wðnÞ

ð1
0

dyyð2n�1Þ=ð1�nÞ exp � b0y

wðnÞ
� � �

(3.3.12)

where I1 ¼ DzRk1ðVeff=RÞ2, b0 ¼ k2=ðVeff=RÞ and

wðnÞ ¼ 2n sinðnpÞfsinðnpÞ þ er sin½nðp� aÞ�g
ðp� aÞ sin2 ðnpÞ þ per sin2 ½nðp� aÞ� : (3.3.13)

Figures 3.8 and 3.9 illustrate the same aspects discussed previously for the case

when Veff ¼ 80V:
In either one of the cases, if the electric field is sufficiently high (k2<<E) such

that e�k2=E � 1, then the expression for the current has a simple form

IQ � IQtop¼const:ðnÞ ¼ I0
n2

2n� 1
;

IV � IVeff¼const:ðnÞ ¼ I1
w2ðnÞ
2n� 1

:

(3.3.14)

At the two extremes (er ¼ 1 and er � 1) and assuming a � 2p, these

expressions can be further simplified to read

er ¼ 1:IQ ¼ I0
p
2a

	 

; IV ¼ I1

2

pa

� �

er � 1:IQ ’ I0
p
2a

	 
 er
2

	 

; IV ’ I1

2

pa

� �
er
2

(3.3.15)
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thus the field-emission enhancement factor for er � 1 is given by

b ’
ffiffiffiffi
er
2

r
: (3.3.16)

The result presented above is subject to at least one tacit assumption: we have

used the Fowler-Nordheim formula near the edge although it has been developed

for a planar geometry. This clearly sets limits on the radius of curvature of the tip –

it should be much larger than a quantum level radius of curvature ð  1� 5 nmÞ
and much smaller than macroscopic curvature  1� 5 mm.

3.3.3 Child-Langmuir Limiting Current: Planar Diode

The microscopic details of the field emission from metal were considered in

literature and a short review can be found in Miller’s (1982) book. It is beyond

the scope of our presentation to investigate the dynamics of electrons at the

microscopic level in the metal and in what follows we assume that whatever field

is applied normal to the metallic cathode, electrons are being emitted. In fact, the

discussion to follow is independent of the mechanism electrons are extracted from

the cathode and the question to be addressed is: what is the limiting current one can
extract from a cathode by applying a voltage on the anode? The logic behind this

question is simple: As a voltage is applied, electrons leave the cathode and move

towards the anode. Since they traverse the anode-cathode gap in a finite time, the

cathode is screened by these electrons and the field it experiences is weaker – the

situation is illustrated in Fig. 3.10. We expect to reach the maximum current limit as

the electric field on the anode is zero that is to say, the cathode is screened.

A typical voltage pulse on the anode is 100 ns or longer and for comparison,

the time an electron moving at 0:5 c traverses a 3 cm gap is on the order of 0.2 ns.

The three orders of magnitude difference between these two time scales justifies the

static approximation used next. In a one-dimension system, the electric scalar

potential is a solution of the Poisson equation

d2F
dz2

¼ e

e0
nðzÞ; (3.3.17)

ANVFig. 3.10 Child-Langmuir

limiting current: electrons in

the gap screen the cathode

118 3 Elementary Electron Dynamics



where nðzÞ is the particle’s density in the anode-cathode gap and it is yet to be

determined; e is the charge of one electron. The dynamics of the particles’ density is

determined, within the framework of the hydro-dynamic approximation, by the

continuity equation which in the case of a static problem reads

d

dz
nðzÞvðzÞ½ � ¼ 0: (3.3.18)

The velocity vðzÞ, is governed by the equations of motion but in this particular

case it is more convenient to use the single particle energy conservation (3.1.34)

which in conjunction with (3.1.36) and the static case considered here (@=@t ¼ 0)

reads

d

dz
gðzÞ � eFðzÞ

mc2

� �
¼ 0: (3.3.19)

At the cathode, the potential is zero and the initial kinetic energy of the electrons is

mc2ðgð0Þ � 1Þ implying,

gðzÞ ¼ gð0Þ þ eFðzÞ
mc2

: (3.3.20)

Expression (3.3.18) indicates that the current density J is constant in space and it

reads

J ¼ �enðzÞvðzÞ ¼ const: (3.3.21)

Equations (3.3.17)–(3.3.19) govern the dynamics of the electron in a static poten-

tial. In order to proceed to a solution of these equations it is convenient to substitute

(3.3.20) in (3.3.17); in the resulting expression, we substitute the density from

(3.3.21) and obtain

d2

dz2
g ¼ eJ�0

mc2
gffiffiffiffiffiffiffiffiffiffiffiffiffi

g2 � 1
p ; (3.3.22)

where we also used the fact that �0 � 1=ce0. The coefficient on the right-hand side

has units of 1/length2, therefore we firstly define

K2 ¼ eJ�0
mc2

; (3.3.23)

and secondly, employ this definition to normalize coordinate z ¼ Kz. Assuming

that the electric field is not zero over the entire domain, the next step is to multiply

(3.3.22) by dg=dz and get

1

2

d

dz
dg
dz

� �2
� d

dz

ffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 � 1

p
¼ 0; (3.3.24)
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which implies that

1

2

dg
dz

� �2

�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 � 1

p
¼ const: (3.3.25)

As indicated above, we consider the limit when the cathode is completely

screened by the space-charge in the gap, therefore at z ¼ 0 the electric field

vanishes and according to (3.3.19) dg=dz ¼ 0. However, for the sake of generality,

let us assume that the electrons enter the diode gap with virtually zero kinetic

energy i.e., gðz ¼ 0Þ ¼ 1 implying

1ffiffiffi
2

p dg
dz

¼ g2 � 1
� �1=4

: (3.3.26)

The last expression can be integrated and the formal result is

Kg
ffiffiffi
2

p
¼
ðgAN
1

dg

g2 � 1ð Þ1=4
¼

2�
1
4
4

3

eVAN

mc2

� �3
4 eVAN

mc2
<1

�1:6þ 2
eVAN

mc2

� �1
2 eVAN

mc2
� 1

8>>>><
>>>>:

’
2�

1
4
4

3

eVAN

mc2

� �3
4

1þ 8

81

eVAN

mc2

� �3
4

" #1
3

(3.3.27)

where gAN ¼ 1þ eVAN=mc
2, VAN is the voltage applied on the anode and g is the

anode-cathode gap; the last term is an approximation within less than 3% of the

exact expression. With the result in (3.3.27) it is possible to determine the explicit

expression for the Child-Langmuir limiting current

J ¼ 16

18
ffiffiffi
2

p mc2

e�0

1

g2

eVAN

mc2

� �3
2

1þ 8

81

eVAN

mc2

� �3
4

" #2
3

(3.3.28)

or more conveniently

J½kA=cm2� ¼ 2:33

g2½cm�
V
3=2
AN ½MV�

1þ 0:291� V
3=4
AN ½MV�

h i2=3 : (3.3.29)
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Although this expression was developed for a planar diode, the scaling of the

current with the voltage remains the same in cylindrical and spherical geometries,

therefore in analogy to the conductance in a metallic resistor, one can define the

perveance as, p � I=V
3=2
AN , where I is the total current which flows in the diode.

In order to have a feeling about this relation (3.3.29) we can calculate the

limiting current for 1 MV voltage applied on a 3 cm gap. The result is

260 A/cm2. It is important to realize that this is a supremum. For example, if the

applied voltage is only 100 kV, then the limiting current is 8.2 A/cm2 but a field

E ’ VAN=g ’ 3MV=m is not sufficient to extract virtually any current, via field

emission. In the case of thermionic emission, the current J emitted when a metallic

cathode whose work function Fw is heated to an absolute temperature T is given by

J½kA=cm2� ’ 0:12 T2exp � eFw

kBT

� �
; (3.3.30)

for T ¼ 1; 400�K and Fw ¼ 2V the current density is 15 A/cm2. If we go back to

the example above, we realize that for the first case (VAN ¼ 1 MV) we can not reach

the space-charge limiting current since the thermionic cathode can generate only

one third of this limit. On the other hand, applying VAN ¼ 100 kV the system is

space-charge limited and we do not utilize the entire potential of the thermionic

emission. A similar situation occurs in the case of photo-emission.

3.3.4 Child-Langmuir Limiting Current: Emitting Edge

In Sect. 3.3.2 we have examined emission from a metallic edge in the vicinity of

a dielectric half-space and we have shown that for sufficiently large dielectric

coefficient the emitted current is proportional to the dielectric coefficient. In the

framework of this analysis, we have ignored space-charge effects. In the present

sub-section, the space-charge will be shown to “smooth” the edge effect.

Consider a dielectric ðerÞ medium occupying the space p<f<2pþ b and

a metallic edge of an angle a that may emit electrons at any electric field; see

Fig. 3.11. Assuming a uniform system in the z direction, the potential (F) satisfies
the 2D Poisson equation and it is assumed to be driven by a density of electrons

denoted by n. No time variations occur in this system and the motion of the

charges is described by a velocity field v. Consequently, the current density,

defined as J � �env, satisfies the continuity equation that in the stationary case

reads, r � ðnvÞ ¼ 0. Furthermore, the two relevant equations of motion, ðv � r!Þv ¼
e=mð ÞrF, are equivalent to energy conservation mv2=2 ¼ eF and r!� v ¼ 0; the

last two relations will be used in what follows. Bearing in mind that the boundary

conditions are conveniently expressed in a cylindrical coordinate system, we may

summarize the governing equations as follows
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1

r

@

@r
r
@

@r
þ 1

r2
@2

@f2

� �
F ¼ e

e0
n;

@

@r
ðrnvrÞ þ @

@f
ðnvfÞ ¼ 0;

v2r þ v2f ¼ 2e

m
F;

@

@r
ðrvfÞ � @

@f
vr ¼ 0:

(3.3.31)

The last expression corresponds to the z component of r!� v ¼ 0 and it is

satisfied by choosing v to be the gradient of a scalar flow function C i.e. v ¼
rC: In the dielectric region, where no free electrons are present, the solution of the
potential satisfies Laplace’s equation and it may be written as

Fðr;�p 
 f 
 bÞ ¼ A
r

R

	 
n
sin nðfþ pÞ½ � (3.3.32)

where the radial curvature parameter n is yet to be determined and, as can be readily

checked, this solution satisfies the boundary condition on the metal f ¼ �p. Now,
since the potential has to be continuous at f ¼ b we may assume that in the space-

charge region the potential may be assumed to have the form

Fðr; b 
 f 
 p� aÞ ¼ F0ðfÞ r

R

	 
n
: (3.3.33)

With this type of solution in mind we conclude, based on Poisson equation and

energy conservation, that

nðr;fÞ ¼ NðfÞ r

R

	 
n�2

;

Cðr;fÞ ¼ C0ðfÞ r

R

	 
1þ1
2
n
:

(3.3.34)
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Fig. 3.11 The schematics of

metallic (a) and dielectric

(pþ b) edges. At an arbitrary

radius R at the interface

between the vacuum and the

dielectric, the potential is

assumed to be known and is

denoted by V0
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Substituting these expressions in the Poisson equation, the continuity equation and

energy conservation equation, we obtain

d2

df2
þ n2

� �
F0 ¼ eR2

e0
N;

d

df
N
dC0

df

� �
þ 1þ 1

2
n

� �
3n
2
� 1

� �
NC0 ¼ 0;

1þ 1

2
n

� �2

C2
0 þ

dC0

df

� �2
¼ 2eR2

m
F0:

(3.3.35)

These equations describe the dynamics of the electrons and the field in the vacuum

region.

Associated with these equations there is a set of boundary conditions that will be

formulated next. Specifically, the potential at f ¼ b is continuous Asin½nðpþbÞ�¼
F0ðf¼bÞ and so isDf therefore, nerAcos½nðpþbÞ�¼ dF0=df½ �f¼b; from these two

conditions we find that

cot½nðpþ bÞ� ¼ 1

ner

d

df
ln F0ð Þ

� �
f¼b

: (3.3.36)

If we assume that F0ðfÞ is known, then this relation enables us to evaluate the

radial curvature parameter n. In addition to the conditions above, the potential

vanishes on the edge, it equals V0 at the interface with the dielectric [r ¼ R and

f ¼ b] and the electric field normal to the edge at a radius R is zero since the

electrons emitted in the diode gap screen the cathode [Child-Langmuir condition,

Efðf ¼ p� aÞ ¼ 0] or explicitly,

F0ðf ¼ p� aÞ ¼ 0; F0ðf ¼ bÞ ¼ V0; and
dF0

df

� �
f¼p�a

¼ 0: (3.3.37)

It is important to emphasize that in principle V0 is determined in conjunction with

the configuration away from the edge and in the framework of this analysis, it is

assumed to be known.

In addition to the boundary conditions associated with the potential, there are

three other conditions to be imposed on the velocity field: (1) its radial component

has to vanish on the edge vrðr;f ¼ p� aÞ ¼ 0. (2) Its azimuthal velocity at the

interface with the dielectric has to be zero vfðr;f ¼ bÞ ¼ 0 and (3) the byproduct

of the last two relations, in conjunction with energy conservation, implies that

vfðf ¼ p� aÞ ¼ 0. Explicitly these three conditions read

C0ðf ¼ p� aÞ ¼ 0;
dC0

df

� �
f¼b

¼ 0 and
dC0

df

� �
f¼p�a

¼ 0: (3.3.38)
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As already stated, our goal is to determine the limiting current emitted from the

metallic edge. The current density from the edge is given by Jfðr;f ¼ p� aÞ ¼
�e½nðr;fÞvfðr;fÞ�f¼p�a therefore the current in a unit area Dz � R reads

I ¼ eDz NðfÞ dC0

df

� �
f¼p�a

ðR
0

dr
1

r

r

R

	 
n�2 r

R

	 
1þ1
2
n

¼ eDz NðfÞ dC0

df

� �
f¼p�a

3n
2
� 1

� ��1
(3.3.39)

where it was tacitly assumed that n> 2=3. According to this result it is necessary to
evaluate all the quantities of interest near f ’ p� a. In particular, note that based

on the continuity equation in (3.3.35) we have to determine N and C0 since

N
dC0

df

� �
f¼p�a

¼ � 1þ n
2

	 
 3n
2
� 1

� �ðp�a

b
df0Nðf0ÞC0ðf0Þ: (3.3.40)

The starting point is the electrostatic potential. From the three boundary

conditions in (3.3.38), we may “construct” a simple solution for the potential that

has the following form

F0ðf ’ p� aÞ ¼ V0

p� a� f
p� a� b

� �p

; (3.3.41)

where p is the azimuthal curvature parameter and it is yet to be determined.

However, from the boundary conditions we may conclude that it has to be larger

than unity ðp> 1Þ. Based on Poisson’s equation and assuming that p< 2, then in the

vicinity of f ’ p� a

Nðf ’ p� aÞ ¼ e0V0

eR2

pðp� 1Þ
ðp� a� bÞ2

p� a� f
p� a� b

� �p�2

: (3.3.42)

In the framework of the approximation associated with (3.3.41) and relying on

the expression for energy conservation, the flow function C0 is given by

C0ðf ’ p� aÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V0

2eR2

m

r
1

1þ p=2

ðp� a� fÞ1þp=2

ðp� a� bÞp=2
: (3.3.43)

Since the current density has to be finite at f ¼ p� a we conclude that p� 2þ
p=2 ¼ 0 implying p ¼ 4=3; this is exactly the characteristic spatial variation of the

potential in a planar diode at the limiting current [F ¼ V0ðz=gÞ4=3, where g is the

diode gap].
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Substituting (3.3.42) and (3.3.43) in (3.3.40) and (3.3.39) the average limiting

current density is given by

Jav � I

DzR
¼ 3

10
1þ n

2

	 
� �
4

9
e0

ffiffiffiffiffi
2e

m

r
V
3=2
0

R2

" #
: (3.3.44)

It is evident that the right term in the brackets has the form of Child-Langmuir

(CL) law. Moreover, it is important to point out that at the denominator the length

parameter, R, is not the same as in regular planar CL where it represents the diode

gap. Here this parameter represents the typical height of a micro-protrusion on the

cathode. Consequently, the limiting current may exceed the “regular” CL current

determined based on the anode-cathode spacing, by many orders of magnitude. The

right term indicates that the average limiting current density is linear with the radial
curvature parameter, n, which according to (3.3.36) and subject to the approxima-

tion in (3.3.41) is a solution of

cot½nðpþ bÞ� ’ � p

ner

1

p� a� b
: (3.3.45)

According to this last expression the radial curvature parameter, n, depends on
the geometry of the system (a and b) and on the electrical property ðerÞ of the

medium. Its dependence is particularly simple at the limit of very large dielectric

coefficient, er � 1, in which case nðpþ bÞ ¼ pð1=2þ iÞ where i ¼ 0;�1;� 2::::.
Subject to this condition, the average current density is not explicitly dependent on

the angle of the metallic edge ðaÞ since n ¼ 3=2ð Þ 1þ b=pð Þ�1
. For a given geome-

try (a and b) the average current density decreases as a function of er until it reaches
the asymptotic level mentioned above; a typical behavior is illustrated in Fig. 3.12.

Another interesting aspect is revealed when comparing the radial curvature of

the field in vacuum ðnVÞ with that in a space-charge dominated region ðnCLÞ. The
former is a solution of er ¼ � tan½nVðpþ bÞ� cot½nVðp� a� bÞ� and it can be

checked that for er ¼ 1, nV ¼ p=ð2p� aÞ thus for a ¼ p=6 the vacuum curvature
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geometry (a and b) the
average current density

decreases as a function of er
until it reaches the asymptotic

level
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is nV ¼ 6=11. This point and the dependence of nV and nCL are illustrated in

Fig. 3.13. It is evident that there are cases whereby the space-charge leads to

elimination of singularity i.e. n rather than being smaller than unity, it becomes

larger than unity.

3.4 Beam Propagation

Once the electron beam has been generated, it has to be confined to a small region in

space and guided towards the interaction region. Naturally, beams tend to diverge

under the repelling effect of the electrostatic force and while this divergence is

somewhat reduced by the inherent magnetic force there is still need for external

means in order to preserve the beam shape. The most common way to guide

electron beams is to apply a static magnetic field, which can be either uniform or

periodic. In this section, we consider the propagation of a cylindrical beam i.e.,

assuming an azimuthally symmetric system.

3.4.1 Beam Propagation in Free Space: Uniform B-Field

In the absence of a guiding magnetic field, a non-neutral beam will diverge under

the influence of the repelling electrostatic force. If the applied magnetic field is too

low, the beam will also diverge but after a longer distance. As the guiding field

exceeds a certain value, to be determined next, the trajectories are stable. In order to

investigate the electron motion let us consider the two transverse components of the

equations of motion. The radial component reads

d

dt
vr þ 1

g
dg
dt

vr � 1

r
v2f ¼ � e

m

1

g
Er þ vfBz � vzBf
� �

; (3.4.1)
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whereas the azimuthal component is given by

1

r

d

dt
grvf
� � ¼ � e

m
Ef � vrBz þ vzBr

� �
: (3.4.2)

Before we actually proceed to the stability analysis, it will be instructive to

examine the last equation more thoroughly. For this purpose, we define the mag-

netic flux encompassed by an electron moving at a distance r from the axis by

Cðr; zÞ ¼
ðr
0

dr02pr0Bzðr0; zÞ: (3.4.3)

The absolute time variation of this quantity is given by

dC
dt

¼ @C
@r

dr

dt
þ @C

@z

dz

dt
; (3.4.4)

and it can be simplified by using the definition of the magnetic flux and also the fact

that the divergence of the magnetic inductance B vanishes i.e., r � B ¼ 0:

dC
dt

¼ 2prBzvr � 2prBrvz: (3.4.5)

If we now compare the right-hand side of the last equation with the right-hand

side of (3.4.2) we observe that in the absence of azimuthal electric field, they are

virtually identical and therefore, by substituting (3.4.2) in (3.4.5) we obtain

d

dt
C� 2p

e
rðmgvfÞ

� �
¼ 0: (3.4.6)

This expression indicates that for a particle “born” with zero azimuthal motion in a

magnetic field, the azimuthal motion is determined entirely by the local flux, its

radial location and the energy. A different interpretation of the same result can be

achieved by noting that we can represent the magnetic field in terms of the

azimuthal magnetic vector potential as Bz ¼ ½@ðrAfÞ=@r�=r therefore substituting

in the definition of the flux we obtain

rðmgvf � eAfÞ ¼ rpf ¼ const:; (3.4.7)

which is the longitudinal component of the canonical angular momentum.
With this last result we can now investigate the radial component of the equation

of motion. For this purpose, it is assumed that the guiding magnetic field is uniform

ðB0Þ, thus the azimuthal component of the magnetic vector potential is Af ¼ rB0=2.

Consequently, the conservation of the canonical angular momentum implies

rpf ¼ r mgvf � eAf
� � ¼ r mgvf � e

1

2
rB0

� �
¼ rm gvf � 1

2
Ocr

� �
: (3.4.8)
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where Oc is the (non-relativistic) cyclotron angular frequency defined by

Oc � eB0

m
: (3.4.9)

We can use the last expression in (3.4.8) and substitute vf in (3.4.1); the result is

d2

dt2
r � O2

c

4g2r3
ðr2 � r20Þ2 þ

1

2

O2
c

rg
ðr2 � r20Þ ¼ � e

mg
Er � vzBf
� �

: (3.4.10)

In this expression, we neglected the energy variation and r0 is the radius where the
electron was “born” – it is tacitly assumed that at this location the azimuthal

velocity vanishes ðvf ¼ 0Þ.
For further simplification of the equation which describes the radial motion

we next evaluate the two field components in the right-hand side of (3.4.10). The

radial component of the electric field represents the field generated by electrons

located at radii smaller than that of the particle therefore, using (2.1.3) which in our

case reads

1

r

d

dr
rErðrÞ ¼ �e

e0
nðrÞ; (3.4.11)

and assuming uniform distribution of particles, we find that

ErðrÞ ¼ � en

2e0
r: (3.4.12)

In a similar way, we consider (2.1.2) to calculate the azimuthal component of the

magnetic field; the relevant component reads

1

r

d

dr
rHfðrÞ
� � ¼ �enðrÞvzðrÞ: (3.4.13)

As in the previous case, we assume that both the density and the velocity are

uniform in space hence

HfðrÞ ¼ � envz
2

r: (3.4.14)

These two expressions (3.4.12), (3.4.14) can be substituted in the right-hand side

of the radial component of the equation of motion (3.4.10) which then reads

d2

dt2
r � O2

c

4g2r3
ðr2 � r20Þ2 þ

1

2

O2
c

rg
ðr2 � r20Þ ¼

1

2

e2n

me0g3
r; (3.4.15)

128 3 Elementary Electron Dynamics



In equilibrium, there are no time variations, therefore the beam radius (Rb) is a

solution of

� O2
c

4g2R3
b

ðR2
b � r20Þ2 þ

1

2

O2
c

Rbg
ðR2

b � r20Þ ¼
1

2g3
o2

pRb: (3.4.16)

which is

R2
b ¼

r20ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2o2

p=O
2
cg

q ; (3.4.17)

in these expressions op is the non-relativistic plasma frequency

o2
p ¼

e2n

me0
: (3.4.18)

From the expression in (3.4.17) we conclude that a stable solution exists only if

O2
c � 2o2

p

1

g
: (3.4.19)

Note that from (3.4.15) we can have a clear measure of the way the beam diverges

in the absence of a guiding magnetic field. When Oc ¼ 0 it is convenient to define

�r � rðtÞ=r0 and t � top=g3=2
ffiffiffi
2

p
. With this notation (3.4.15) reads

d2

dt2
� 1

� �
�r ¼ 0: (3.4.20)

A general solution of this equation is a superposition of sinhðtÞ and coshðtÞ. If, for
simplicity, we assume that the radial velocity at t ¼ 0 is zero then �r ¼ coshðtÞ
which clearly indicates that the beam diverges.

Note that there are two characteristic length parameters which determine the

beam radius: the first ðr0Þ is trivial and denotes the radius where the particle was

“born”. In order to establish the second, we use the definition of the total current

I ¼ env0pR2
b and substitute it in the expression for the plasma frequency, to rewrite

(3.4.17) as

R2
b ¼

r20ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� L20=R

2
b

p ; (3.4.21)

where

L20 �
2

p
1

gb
e�0I

ecB0

mc2

ecB0

(3.4.22)
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and finally the beam radius is determined by

R2
b ¼

1

2
L20 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L40 þ 4r40

q� �
: (3.4.23)

From this expression, we conclude that the beam radius increases monotonically

with L0, therefore for a given r0, the beam is compressed when the guiding field or

the kinetic energy is increased. The radius increases when the current is raised. In

addition, it is possible to deduce the equilibrium radius of the beam corresponding

to electrons “born” in a zero magnetic field and on axis ðr0 ’ 0Þ, its value ðRb ’
L0Þ is determined entirely by the guiding field, current and kinetic energy.

3.4.2 Beam Propagation in Free Space: Periodic B-Field

Generation of a uniform magnetic field for guiding an intense relativistic beam may

require a substantial amount of energy. This magnetic field is generated by

discharging a large bank of capacitors in solenoids and it can become quite energy

consuming when a high repetition rate is required. In the latter case the main

alternative is to consider the use of permanent periodic magnets (PPM) for guiding

the beam. The magnetic field configuration is

Bzðr; zÞ ¼ B0 cosðkwzÞI0ðkwrÞ;
Brðr; zÞ ¼ B0 sinðkwzÞI1ðkwrÞ;

(3.4.24)

where kw ¼ 2p=L and L is the period of the permanent magnetic field. In order to

present the stability condition, the analysis will be limited to a narrow pencil beam

of maximum radius Rb, which is much smaller than the periodicity of the field

namely, kwRb � 1 hence

Bzðr; zÞ ¼ B0 cosðkwzÞ;
Brðr; zÞ ¼ B0 sinðkwzÞ 1

2
kwr:

(3.4.25)

This field can be derived from the azimuthal component of the magnetic vector

potential:

Af ¼ B0 cosðkwzÞ 1
2
r: (3.4.26)

For simplicity we further assume that the electrons are “born” in a region of zero

magnetic field and their initial azimuthal motion is zero; therefore according to the

conservation of the canonical angular momentum (3.4.7) we conclude that
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vf ¼ 1

2g
rOc cosðkwzÞ: (3.4.27)

Neglecting energy variations and substituting the last expression in the radial

component of the equation of motion (3.4.1), we obtain

d2

dt2
r þ r

1

2g
Oc cosðkwzÞ

� �2
¼ � e

mg
Er � vzBf
� �

: (3.4.28)

Using the expressions for the electric and magnetic field developed in the previous

section (3.4.12), (3.4.14) and assuming that the longitudinal motion is dominant

i.e., jvzj � jvrj; jvfj we find

d2

dt2
r þ Oc

2g
cosðOwtÞ

� �2
� 1

2g3
o2

p

( )
r ¼ 0; (3.4.29)

where Ow ¼ kwv0 and v0 is the velocity of the electron. For a zero order stability
estimate, one can average the square brackets over time, thus the resulting coeffi-

cient of rðtÞ has to be positive for the electrons to follow confined trajectories i.e.,

O2
c �

4

g
o2

p: (3.4.30)

Comparing this expression with the condition for a uniform field (3.4.19) it is

evident that in the periodic case, on axis, the amplitude has to be by a factor of
ffiffiffi
2

p
larger. In Sect. 7.6.2 we further elaborate on the self-focusing of an electron beam in

a wiggler field.

3.4.3 Beam Propagation in a Waveguide

In the previous sub-section we determined the necessary condition for the propaga-

tion of an electron beam in free-space when guided by a static magnetic field. The

effect of the vacuum chamber was ignored. In this sub-section, we investigate the

propagation of the beam in a waveguide assuming that an infinite magnetic field is

applied such that only longitudinal motion is permitted – the basic configuration is

illustrated schematically in Fig. 3.14. The region under investigation is far away

2R

2Rv

b
Fig. 3.14 Electron beam in a

circular waveguide
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from the entrance to the waveguide, therefore longitudinal variations are neglected

and only radial variations are of interest. The presence of the metallic boundary at

r ¼ R changes the potential experienced by the beam and consequently since

the total energy is the sum of kinetic and potential energy, the former varies across

the beam.

In order to envision the effect, consider a beam which at the input (free space)

has a uniform spatial distribution and, more important, all the electrons have the

same kinetic energy mc2ðg0 � 1Þ. Since the potential varies in the waveguide’s

space, electrons, which are at a different distance from the wall, experience

different potential and therefore, their kinetic energy differs. Obviously, the poten-

tial energy comes at the expense of the kinetic energy. That is to say, that if

electrons injected into a waveguide have at the input the same kinetic energy,

then by increasing their number ðNÞ the potential is elevated and while their

velocity ðvÞ is reduced. In terms of the injected current, which is proportional to

the product Nv, it reaches a maximum value and beyond it, even if we increase the

number of electrons injected, the current remains unchanged since electrons bounce

back. Let us now investigate this phenomenon in a systematic way. In the wave-

guide the electrostatic potential satisfies the Poisson equation:

1

r

d

dr
r
d

dr
FðrÞ ¼ 1

e0
enðrÞ: (3.4.31)

Green’s function associated with this equation is a solution of

1

r

d

dr
r
d

dr
Gðrjr0Þ ¼ � 1

2pr
dðr � r0Þ; (3.4.32)

and it reads

Gðrjr0Þ ¼ � 1

2p
lnðr=RÞ for 0 
 r0 
 r<R;
lnðr0=RÞ for 0< r 
 r0 <R:


(3.4.33)

Based on Green’s scalar theorem the potential reads

FðrÞ ¼ �e

e 0

ðr
0

dr0r0 ln
r

R

	 

nðr0Þ þ

ðR
r

dr0r0 ln
r0

R

� �
nðr0Þ

� �
; (3.4.34)

and in particular at the edge of the beam (r ¼ Rb) it reads

FðRbÞ ¼ �e

e0
ln

Rb

R

� �ðRb

0

dr0r0nðr0Þ: (3.4.35)

Using energy conservation

g� eF
mc2

¼ const:;¼ g0; (3.4.36)
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and charge conservation

J ¼ �env ¼ const:; (3.4.37)

we can write

FðRbÞ ¼ � J

ce0
ln

R

Rb

� �ðRb

0

dr r 1� g0 þ
eFðrÞ
mc2

� ��2
" #�1=2

: (3.4.38)

The expression mc2ðg0 � 1Þ represents the kinetic energy before the particles

entered the waveguide. For a narrow pencil beam, the potential is not expected to

vary significantly on the beam cross-section, therefore we can replace FðrÞ with
FðRbÞ thus

x
eFðRbÞ
mc2

� �
� eFðRbÞ

mc2

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� g0 þ

eFðRbÞ
mc2

� ��2
s

;

¼ � 1

2p
eI�0
mc2

ln
R

Rb

� �
:

(3.4.39)

In Fig. 3.15 the function xðxÞ is plotted for g0 ¼ 3 and it clearly shows that it

has a minimum. This minimum occurs for x0 ¼ �g0 þ g1=30 implying that xðx0Þ ¼
� g2=30 � 1
	 
3=2

and therefore, the maximum current which can flow in the wave-

guide is given by

Imax ¼ mc2

e�0

2p
lnðR=RbÞ g2=30 � 1

	 
3=2
: (3.4.40)
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As already mentioned, any attempt to inject a higher current in the waveguide will

cause electrons to bounce back to the diode and a virtual cathode may develop.

Another implication of this phenomenon refers to the remnant kinetic energy of

the beam. For a given initial energy at the entrance to the waveguide, the kinetic

energy decreases with the increasing current due to the potential energy associated

with the space-charge effect. Figure 3.16a illustrates the effective kinetic energy of

the electrons as a function of the current, for R ¼ 2 cm, Rb ¼ 3mm and g0 ¼ 3. For

this particular set of parameters the effective kinetic energy drops to g ¼ 2:0 when

3.9 kA are injected; the limiting current in this case is 5 kA in which case g ¼ 1:56.
In other words, consider a situation whereby in the diode the electrons are

accelerated to the 1 MeV level. For the electrons to propagate in the waveguide,

the electrons give up part of their kinetic energy to “build” the potential associated

with the space-charge – this potential barrier is almost 500 keV. This effect inflicts

limitations on the maximum efficiency of a device. If, for example, the diode had

generated a 1MeV � 3:9 kA ’ 3:9 GW beam, in the waveguide, the maximum

power available for radiation generation is 0:5 MeV� 3:9 kA ’ 2 GW and the

maximum radiation conversion efficiency is 50% since what counts is the available
kinetic energy in the waveguide. Figure 3.16b illustrates the maximum theoretical

efficiency, defined as ðg� 1Þ=ðg0 � 1Þ, as a function of the perveance.

The limiting current which can propagate in the waveguide is directly related to

the Child-Langmuir limiting current in a diode as it becomes evident in particular at

low voltages ðeVAN=mc
2 � 1Þ since g0 ¼ 1þ eVAN=mc

2 and

Imax ¼ mc2

e�0

2p
lnðR=RbÞ

2

3
VAN

� �3=2
; (3.4.41)
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Fig. 3.16 (a) Normalized kinetic energy of the electrons in the waveguide as a function of the

injected current. The initial energy is always the same. (b) Maximum potential efficiency as a

function of the perveance
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which has an identical form to (3.3.28). For this reason, a high efficiency device has

always to be designed based on a low perveance diode.

It was indicated that space-charge effects cause a transverse spatial variation

of the electron’s kinetic energy, which clearly may alter the interaction with

electromagnetic waves. However, in the analysis above, it was assumed that the

beam is sufficiently narrow such that variations across its section could be

neglected. A parameter of importance is the location of the beam relative to

the waveguide’s wall as it becomes evident from (3.4.40). Roughly, by increas-

ing the distance between the external wall and the beam, the limiting current

becomes smaller. In order to examine this effect more accurately, one can

examine the limiting current of an annular beam of radius Rb and dr thickness

(much smaller than Rb). The approach is similar to the above and the result is

similar except for the different meaning Rb has in this case. The closer the beam

is to the waveguide’s wall, the higher the limiting current and therefore the lower

the potential depression. To emphasize this effect even further, one can consider

two thin annular beams of two different radii but at the entrance of the pipe,

they have the same kinetic energy. It can be shown that the kinetic energy of

the electrons in the outer beam is actually larger than that of the electrons in the

inner beam.

For a corrugated wall, as the one illustrated in Fig. 3.17, the limiting current is

given by

Imax ¼ 1

Fb

mc2

e�0

2p
lnðRint=RbÞ g2=30 � 1

	 
3=2
; (3.4.42)

where Fb is boundary form factor illustrated in Fig. 3.18. It shows the depen-

dence of this factor on the external radius Rext, disk width d and periodicity of

the structure for Rb ¼ 3mm and Rint ¼ 9mm. In the left frame we observe that,

for L ¼ 7:7mm and d ¼ 1mm, Fb reaches a maximum value of 1.1 when Rext ¼
1:5Rint and any further increase in this ratio does not change the boundary factor.

In the central frame, this factor is plotted as a function of the disk thickness and

we observe that it decreases with the increasing d. Finally, the right frame

indicates that the boundary factor increases with the increasing periodicity

ðd ¼ L=2Þ.

extR2

L

int2Rv

2Rb

d

Fig. 3.17 Beam propagation

in a corrugated waveguide
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3.4.4 Beam Emittance and Brightness

So far, we considered in this Section a few equilibrium phenomena associated with

beam propagation. Before concluding, it is important to introduce two important

notions that quantify the transverse fluctuations of the beam around a specified

equilibrium. It is explicitly assumed that these fluctuations dxið Þ are stable and they
represent small deviations from the stable trajectory, which in the present context is

assumed to be co-linear. This is the case for virtually all radiation sources and in

acceleration structures. Further assuming that the longitudinal motion is predomi-

nant such that vz � jvxj; jvyj, the transverse motion is approximated to be harmonic

d2

dz2
dxi þ K2

0dxi ¼ 0; (3.4.43)

wherein K0 represents the attracting transverse force associated with the lattice in

the case of an accelerator or with the guiding of the beam in a radiation source.

Consequently, assuming the transverse force is z independent then the trajectory is

described by

dxiðzÞ ¼ Ai cosðK0zþ fiÞ; (3.4.44)

and its first derivative, denoted by d _xiðzÞ, is given by

d _xiðzÞ ¼ �AiK0 sinðK0zþ fiÞ: (3.4.45)

In the phase-space the locus of each trajectory is an ellipse

dxi
A i

� �2
þ d _xi

K0Ai

� �2
¼ 1: (3.4.46)
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Fig. 3.18 Boundary factor, Fb, as a function of the (a) external radius, (b) disk thickness and

(c) period
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If we denote by a � maxðAiÞ the largest amplitude among all particles, then the

area of the ellipse is

pe � paðaK0Þ ¼ pK0a
2; (3.4.47)

and it defines the emittance (e) of an ideal beam. This corresponds to the area in the

dx; d _x space occupied by the entire ensemble. It is natural to define the emittance in

the “normal” phase-space i.e., x; px. For this purpose the d _x is multiplied by gb since

px ¼ mcgbd _x. Consequently, the normalized emittance, en, is defined as

en ¼ gbe; (3.4.48)

omitting the (constant) mc term from the momentum definition. Note that occasion-

ally, the emittance is defined with the p included. In this text, we prefer the

definition from the above.

An ideal periodic motion is only a convenient model which provides us with an

intuitive interpretation of the emittance. In all practical cases the system is not

uniform and we now extend the model to include space dependent, K0ðzÞ, effects

d2

dz2
dxi þ K2

0ðzÞdxi ¼ 0: (3.4.49)

The solution in this case has the form

dxiðzÞ ¼ AiðzÞ cos½cðzÞ þ fiðzÞ�; (3.4.50)

where for a constant K0 we have cðzÞ ¼ ÐdzK0ðzÞ. Substituting in (3.4.49) and

using the orthogonality of the trigonometric functions, we obtain two equations

cos½::�: d
2Ai

dz2
þ K2

0ðzÞAi � Ai
dc
dz

� �2

¼ 0;

sin½::�: 2 dAi

dz

dc
dz

þ Ai
d2c
dz2

¼ 0:

(3.4.51)

The second equation can be multiplied by Ai and written as

d

dz
A2
i

dc
dz

� �
¼ 0 ! A2

i

dc
dz

¼ Ci: (3.4.52)

In particular, a particle, which oscillates with maximum amplitude, a satisfies

a2
dc
dz

¼ C: (3.4.53)
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For a constant K0 and comparing with (3.4.47) we have

C ¼ e: (3.4.54)

With this relation we can determine the equation for the envelope a by substituting

(3.4.53) in the first equation of (3.4.51); the result is

d2

dz2
aþ K2

0ðzÞa� e2
1

a3
¼ 0: (3.4.55)

Next stage is to introduce a general definition of the emittance, which is not

dependent on the solutions presented above but rather as a way to characterize the

transverse phase-space. Lapostolle (1971) used an alternative definition,

�e � 4 hdx2ihðd _xÞ2i � hdxd _xi2
h i1=2

: (3.4.56)

This definition can be tested against the trivial solution in (3.4.44)–(3.4.45).

Assuming that the phases fi and the amplitudes Ai are (statistically) independent,

it can be readily shown that the second term is identically zero for a uniform

distribution of phases and

dxð Þ2
D E

¼ 1

2
A2
i

� �
; d _xð Þ2
D E

¼ 1

2
K2
0 A2

i

� �
; (3.4.57)

therefore

�e ¼ 2K0hA2
i i: (3.4.58)

If the quantity hA2
i i corresponds to the mean square value of the amplitudes hA2

i i ¼
a2=2 the emittance obtained is identical with that determined in (3.4.47).

In the discussion, so far we have considered only one out of the two transverse

dimensions; in order to attribute the emittance to a specific dimension we denote the

emittance associated with the motion in the x direction by ex and in a similar way,

we define ey as the emittance associated with the motion in the y direction. With

these two definitions, it is convenient to introduce another quantity, which provides

a figure of merit regarding the beam quality. This is the brightness:

B � I

ðpexÞðpeyÞFf : (3.4.59)

Ff is a geometrical form factor on the order of unity. Similar to the emittance,

the normalized brightness can be defined as Bn � B=b2g2. Both brightness and

emittance provide information regarding the beam quality. However, while the
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emittance addresses primarily the transverse geometrical characteristics of a beam,

the brightness accounts also for the beam intensity. Lawson (1988) provides the

reader a detailed discussion on emittance.

3.5 Space-Charge Waves

All the effects considered so far were either static or quasi-static. In this section, we

introduce some elementary concepts of waves, which propagate along electron

beams. For this purpose consider a beam whose unperturbed beam density is n0
and its zero order velocity is v0 (the effect of potential depression is already

included); the beam is guided by a very strong magnetic field and as a result, the

motion is confined to the longitudinal direction. Consider an electric field Ez excited

in the system and its form being

Ez ¼ E exp �jkzð Þ: (3.5.1)

The z component of the linearized equation of motion implies that the linear

perturbation in the velocity field denoted by dv is

mg3jðo� v0kÞdv ¼ �eEz; (3.5.2)

here m and e are the mass and the charge of an electron respectively; g ¼ 1=ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv0=cÞ2

q
. Next, we can determine the perturbation in density (dn) using the

continuity equation, the result is

dn ¼ n0
k

o� v0k
dv: (3.5.3)

The current density defined in (3.1.38) is linearized in the perturbation terms i.e.,

Jz ¼ �eðdnv0 þ n0dvÞ and it reads

Jz ¼ �joe0
o2

p

g3ðo� v0kÞ2
Ez; (3.5.4)

where op is the plasma frequency as defined in (3.4.18). Next, we use (2.1.38) and

substitute the result in the wave equation for the magnetic vector potential (2.1.36)

which then reads

1

r

d

dr
r
d

dr
þ o2

c2
� k2

� �
1� o2

p

g3ðo� v0kÞ2
 !" #

Azðr; k;oÞ ¼ 0: (3.5.5)
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In an infinite system @=@r ¼ 0, there are two sets of solutions

k2 � o2

c2
¼ 0;

k � o
v0

� �2
� o2

p

v20g3
¼ 0:

(3.5.6)

The first set corresponds to a pure electromagnetic wave and the second

represents the dispersion relation of the so-called space-charge waves. There are

two such waves, both propagating parallel to the beam with a phase velocity close

to the average velocity of the beam

k� ¼ o
v0

� Kp (3.5.7)

with K2
p � o2

p=g
3v20. In contrast to regular electromagnetic waves, in the 1D case

considered momentarily, the space-charge wave has only an electric field and its

magnetic component, is identically zero even if the time variations are very rapid.

For a 2D case, we consider a beam in a radial waveguide of radius R. The
boundary condition ½Ezðr ¼ RÞ ¼ 0� imposes the following dispersion relation

o2

c2
� k2

� �
1� o2

p

g3ðo� v0kÞ2
" #

¼ p2s
R2

(3.5.8)

and as above there are two groups of solutions: the electromagnetic modes group

whose asymptotic behavior can be determined from the limit when no beam is

present ðo2
p ¼ 0Þ namely, ðo=cÞ2 � k2 ¼ ðps=RÞ2. We discussed this group in the

context of electromagnetic TM modes in Chap. 2. The second group represents

waves that propagate along the beam and they can be approximated by

kð�Þ
s ’ o

v0
� dks (3.5.9)

dk2s ¼ K2
px

2
s ; x�2

s ¼ 1þ gbpsc=oRð Þ2
h i

provided that the plasma wave-number,

Kp, is much smaller than o=v0. Note that the factor xs is always smaller than

unity such that each mode sees a reduced plasma frequency. An extensive discus-

sion on space-charge wave can be found in a book by Beck (1958). In the remainder

of this section we review only a few instructive topics. Note that in case of finite

transverse extent, the magnetic field associated with this wave is not zero.

3.5.1 Slow and Fast Space-Charge Waves

The waves that correspond to k
ðþÞ
s have a phase velocity

vslow ¼ o

k
ðþÞ
s

¼ v0

1þ v0dks=o
< v0 (3.5.10)
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which is slower than the beam average velocity (v0) therefore they are called slow
space-charge waves. The waves that correspond to k

ð�Þ
s have a phase velocity

vfast ¼ o

k
ð�Þ
s

¼ v0

1� v0dks=o
>v0; (3.5.11)

which is greater than the average velocity of the beam and these are referred to as

fast space-charge waves.

3.5.2 “Negative” and “Positive” Energy

The contribution of the space-charge wave to the average kinetic energy density is

determined based on the global energy conservation in (3.1.45) which is given by

dE ¼ mc2
1

4
dndg	 þ dn	dg½ �: (3.5.12)

We can now express dg in terms of dv namely dg ¼ g3bdv=c and then use the

expression in (3.5.3) to write

dE ¼ 1

2
mc2jdnj2g3b 1

n0c

o
k
� v0

	 

: (3.5.13)

This result indicates that the slow space-charge waves have a total kinetic energy

density which is smaller than the average kinetic energy of the beam i.e.,

dEslow ¼ 1

2
mc2jdnj2g3b 1

n0c
vslow � v0ð Þ< 0: (3.5.14)

For this reason, these waves are also referred to as “negative” energy waves. Fast

space-charge waves have “positive” energy since

dEfast ¼ 1

2
mc2jdnj2g3b 1

n0c
vfast � v0ð Þ> 0: (3.5.15)

When distributed interaction between electrons and electromagnetic waves is

possible we will see that, the slow space-charge waves play an important role in

the process. Both fast and slow space-charge waves play a very important role

in klystrons where the interaction is limited to the close vicinity of a cavity gap.

If we examine the average power carried by each one of the modes we may

readily conclude that this is identically zero as is readily seen by examining the

current density term in (3.5.4) and
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Re
1

2
EzJ

	
z

� �
¼ Re joe0

o2
p

g3ðo� v0kÞ2
1

2
jEzj2

" #
: (3.5.16)

Since all the k’s are real then clearly the right hand side is zero. However, in a

superposition of two space-charge waves the real power may be non-zero. This is

the basis for the operation of relativistic klystrons.

3.5.3 Resistive Wall Instability

When electro-magnetic waves propagate in a lossy wall waveguide, a fraction of

the power is absorbed in the wall. Since the process is linear, namely the power

absorbed per unit length is proportional to the local power flow, the wave

decays exponentially in space. In the case of space-charge waves, the situation is

different – it is shown next that the slow space-charge wave can actually be

amplified due to the complex impedance at the metallic surface.

Before examining a realistic case, it is instructive to investigate a simplified

model. For this purpose, we assume that the beam propagates in a lossy medium

that is characterized by er ¼ 1þ s=joe0 – where s is the conductivity of the

medium. It can be shown that the dispersion relation of the space-charge waves

as formulated in (3.5.6) should be updated by replacing e0 ! e0er. This implies that

o2
p ! o2

p=er. In the right-hand side the expression is complex and since the solution

for k has the form k� ¼ o=v0 � Kp=
ffiffiffiffi
er

p
we clearly see that slow space-charge

wave grows in space since Im kþð Þ ¼ Kp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
oe0=2s

p
> 0.

Let us now examine this process in a more realistic system. Consider a wave-

guide of radius R made of a material of finite conductivity ðs � oe0Þ. The beam

which propagates is electromagnetically characterized by (3.5.4) and for simplicity,

we assume that it fills the entire waveguide. The magnetic vector potential for,

r<R, is a solution of (3.5.5) and its solution reads

Azðr; k;oÞ ¼ AI0ðLrÞ; (3.5.17)

where

L2 � k2 � o2

c2

� �
1� o2

p

g3ðo� v0kÞ2
" #

: (3.5.18)

The impedance at r ¼ R is the ratio

Zbeam � Ezðr ¼ RÞ
Hfðr ¼ RÞ ¼ j�0

ðo=cÞ2 � k2

Lo=c
I0ðLRÞ
I1ðLRÞ : (3.5.19)
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In the metallic wall, the magnetic vector potential satisfies

1

r

d

dr
r
d

dr
� k2 � jom0s

� �
Azðr; k;oÞ ¼ 0; (3.5.20)

and the solution for r � R reads

Azðr; k;oÞ ¼ BK0ðXrÞ; (3.5.21)

where X2 ¼ k2 þ jom0s. The impedance at the discontinuity is

Zwall � Ezðr ¼ RÞ
Hfðr ¼ RÞ ¼ �j�0

ðo=cÞ2 � k2

Xo=c
K0ðXRÞ
K1ðXRÞ : (3.5.22)

Imposing the boundary condition, as we have done before, is equivalent to the

requirement that the two impedances match i.e.,

Zwall ¼ Zbeam; (3.5.23)

and this determines the dispersion relation in a lossy waveguide. In order to

illustrate the effect of the lossy material on the propagation of a space-charge

wave, we consider a solution which has the form

k ¼ o
v0

þ dk; (3.5.24)

and o=v0 � jdkj. Furthermore, for sufficiently high conductivity we have s � oe0
and for simplicity we consider the limit oR=c � 1. Consequently, the dispersion

relation can be simplified to read

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� o2

p

g3v20dk2

s
¼ �gb

ffiffiffiffiffiffiffiffiffiffi
j
s
oe0

r
: (3.5.25)

According to the last term on the right, for a relativistic beam the right-hand side

is much larger than unity, therefore on the left-hand side the second term has to

satisfy jdkj2 � o2
p=v

2
0g

3, hence

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

p

g3v20dk2

s
¼ jgb

c

o

ffiffiffiffiffiffiffiffiffiffiffiffiffi
jom0s

p
: (3.5.26)

The expression for the dispersion relation can be simplified by defining

q0 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2

eJ�0
mc2

oe0
s

1

ðgbÞ5
s

; (3.5.27)
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therefore, the solution of interest: dk ¼ ð1þ jÞq0 represents a slow space-charge

wave which grows exponentially in space

exp �jkþzð Þj j ¼ exp q0zð Þ; (3.5.28)

whose imaginary part determines the spatial growth rate of what is called the

resistive wall instability. Note that the “negative” energy wave is the one which

grows. This is the case in all the schemes of collective beam-wave interaction. The

second solution, dk ¼ �ð1þ jÞq0, describes a fast space-charge wave which decays
exponentially in space. The similarity to the simple model presented at the begin-

ning of this sub-section is evident.

Four characteristics of the growth warrant special attention: (1) the spatial

growth q0 is proportional to the square root of the current q0 /
ffiffi
I

p
, (2) it is

inversely proportional to the normalized momentum q0 / gbð Þ�5=2
, (3) it is pro-

portional to the square root of the frequency q0 /
ffiffiffiffi
o

p
and (4) it is inversely

proportional to the square root of the conductivity q0 / 1=
ffiffiffi
s

p
.

Resistive wall instability occurs as space-charge waves propagate in vacuum but

in the vicinity of a metallic wall of finite conductivity. A similar phenomenon

occurs if the space-charge wave traverses a lossy plasma or neutral gas

characterized by a series of resonances o0;m of width o1;m; the density of atoms

that have these resonances is denoted by nm. Consequently, it is convenient to define
the electronic plasma frequency associated with each resonance by o2

p;m ¼ e2nm=me0
and the dielectric coefficient of this system is

eðoÞ ¼ 1þ
X
m

o2
p;m

o2
0;m � o2 þ joo1;m

: (3.5.29)

This configuration combines two well known effects: resistive wall instability

and resonant absorption, in order to amplify radiation at selected frequencies.

In other words, we use microscopic cavities i.e. atoms or molecules, for the gene-

ration of an instability that causes space-charge waves to grow in space. For

simplicity we ignore the scattering process of these electrons with the constituents

of the resonant medium and the possible ionization of the medium by beam’s front.

The dispersion relation of the electromagnetic and space-charge waves ignoring

any transverse variations

eðoÞo
2

c2
� k2

� �
1� o2

p

ðo� kv0Þ2
1

eðoÞ

" #
¼ 0: (3.5.30)

Clearly the first term, k ¼ o=cð Þ ffiffiffiffiffiffiffiffiffiffi
eðoÞp

, represents the TEM mode therefore the

spatial decay is ImðkEMÞ ¼ o=cð ÞIm ffiffiffiffiffiffiffiffiffiffi
eðoÞp� �

and in a similar way the spatial

growth of the space-charge wave is given by

ImðkSCÞ ¼ op

cbg3=2
Im

1ffiffiffiffiffiffiffiffiffiffi
eðoÞp

" #
: (3.5.31)
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this result indicates that the imaginary part of the dielectric function is responsible

to the spatial growth of the space-charge wave. In other words, the same term that

causes the opaqueness of the medium, is responsible to the spatial growth of the

space-charge wave. There are three distinct differences between the last result and

the regular resistive wall instability: (1) the “conductivity” in this case is narrow-
band. (2) The beam propagates through the medium rather than near the medium

and (3) this mechanism has particular appeal in the millimeter, sub-millimeter or

even in the optical range where resonant absorption is a significant effect.

For a given current, the spatial growth in (3.5.31) is inversely proportional to the

momentum to the power of 3/2 [i.e. / ðgbÞ�3=2
] implying that there must be an

optimal momentum since at very low momentum (corresponding to a few hundreds

eV) the process will diminish due to ionization of the medium.

In order to envision the potential of this mechanism let us consider the analysis

by Gorgy et al. (1966) that indicates that peak absorption coefficient ½amax ¼
2ImðkEMÞ� of a pure rotational line at room temperature is amax ’ 55� 10�12

m2f 3=Df . The peak frequency (in GHz) is denoted by f , Df represents the linewidth
in GHz and m is the dipole moment of the atom or molecule expressed in Debye;

the typical values of m vary between 1–4 Debye (e.g. mAmmonia ¼ 1:44 Debye,

mWater ¼ 1:84 Debye). The line-width depends on the characteristics of the mole-

cule as well as the mechanism of energy loss such as collisions between molecules.

Typically, the higher the pressure, the shorter the mean free path and therefore the

larger the line-width. In fact, for sufficiently high pressure, the line-width is

proportional to the pressure. Accordingly, the line-width may vary quite dramati-

cally from a few kHz in the case of the 24 GHz resonance of Ammonia to MHz and

higher. In the example to follow we assume Df ¼ 100 MHz and m ¼ 2.5 Debye and

operation at 125 GHz thus amax ¼ 6:72 cm�1 ½ImðkEMÞ ¼ 3:36 cm�1.

A relativistic beam ðg � 1Þ is injected in this gas and for a beam plasma

frequency of 2 GHz, the growth rate of the system is 0.054 cm�1. This corresponds

to 0.47 dB/cm thus, we may expect a 50 dB gain in about 120 cm of interaction

length. Consequently, assuming an initial modulation that corresponds to 1 kW at

the input-end, after 120 cm a total power of 100 MW can be expected. This gain

calculation assumes an equal excitation of both space-charge waves. Moreover, we

ignored the possibility of ionization of the medium by the intense microwave

radiation and non-linear effects.

3.5.4 Two-Beam Instability

The phase velocity of space-charge waves is close to the average velocity of the

beam. If two beams move close to each other at two different but close velocities,

the space-charge waves that may develop along these beams can convert energy

to rf. In order to investigate the effect of two different velocities we examine

two beams which have two different velocities v1 and v2; for simplicity sake, it is
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assumed that both occupy the same volume and the electrons density is n1 and n2
respectively. By virtue of the linearity we may readily conclude that the contribu-

tion of the two current density to the magnetic vector potential implies

1

r

d

dr
r
d

dr
þ o2

c2
� k2

� �
1� o2

p;1

g31ðo� v1kÞ2
� o2

p;2

g32ðo� v2kÞ2
 !" #

Azðr; k;oÞ ¼ 0:

(3.5.32)

As before, for simplicity sake we ignore the transverse radiation thus the dispersion

of the space-charge waves is

DðkÞ � o2
p;1

g31ðo� v1kÞ2
þ o2

p;2

g32ðo� v2kÞ2
� 1 ¼ 0: (3.5.33)

Figure 3.19 illustrates this dispersion function. It clearly reveals two regimes: in

one case all four solutions are real (dashed line) whereas in the other case, two of

the solutions are real and two others are complex. For a rough estimate regarding

the necessary condition for the latter to occur, we can expand the dispersion

function in Taylor series in the vicinity of k ’ k0 � o 1=2v1 þ 1=2v2ð Þ. Defining,

k ¼ o
2

1

v1
þ 1

v2

� �
þ dk;

1

dv
¼ 1

v1
� 1

v2
;

k21 ¼ 4
o2

p;1

g31v
2
1

dv2

o2
;

k22 ¼ 4
o2

p;2

g32v
2
2

dv2

o2
;

(3.5.34)
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zeros determine the real or

complex wave-numbers
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the dispersion function is given by

12 k21 þ k22
� �

dv
dk
o

� �2
� 4 k21 � k22
� �

dv
dk
o

� �
� 1þ k21 þ k22 ¼ 0 (3.5.35)

and the condition for complex solutions to occur may be readily deduced from the

two relevant solutions

dk� ¼ o=dv
6 k21 þ k22
� � k21 � k22 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k21 � k22
� �2 � 3 k21 þ k22

� �
k21 þ k22 � 1
� �q� �

(3.5.36)

namely,

k21 � k22
� �2 � 3 k21 þ k22

� �
k21 þ k22 � 1
� �

< 0: (3.5.37)

Assuming that both k’s are of the same order of magnitude, the last condition

simplifies to k2 > 1=2 or

dv2> v21
1

8

o2

o2
p

g3 (3.5.38)

implying that there is a minimal velocity difference that must be met for the two-

beam instability to occur.

Subject to the condition in (3.5.37), the spatial growth is

Im dkð Þ ¼ o
dvj j

1

6 k21 þ k22
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3 k21 þ k22
� �

k21 þ k22 � 1
� �� k21 � k22

� �2q� �
: (3.5.39)

Case 1:Motionless Background Plasma. The simplest manifestation of the two

beam instability is the case when one of the beams is actually motionless say v2 ¼ 0

and the operating frequency is below the plasma frequency o<op;2. The disper-

sion relation needs no approximation and its solution is

k� ¼ o
v1

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

p;1

v21g
3
1

o2

o2 � o2
p;2

s
(3.5.40)

indicating that the imaginary part is non-zero and it is proportional to the square-

root of the current and 1= g1b1ð Þ3=2.
Case 2: Ultra-Relativistic Beam. Another regime of interest is when both beams

are relativistic but one is ultra-relativistic g1 � g2 � 1ð Þ thus

o2
p;1g

�3
1

o� kcþ o=2g21
� �2 þ o2

p;2g
�3
2

o� kcþ o=2g22
� �2 ¼ 1 (3.5.41)
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Defining Do ¼ o� kc, assuming that o=2g22 � Doj j � o=2g21 we get a second
order polynomial

o2
p;1g

�3
1

Do2
þ 4g2

o2
p;2

o2
¼ 1 (3.5.42)

which has complex solutions, subject to the assumption 4g2o
2
p;2>o2. They are

given by

k� ¼ o
c
� 1

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

p;1

g31

o2

o2 � 4g2o2
p;2

s
: (3.5.43)

These three expressions, [(3.5.39), (3.5.40) and (3.5.43)], are the simplest

manifestations of the two-beam instability.
Case 3: Two Thin Annular Beams. In practice, the two beams occupy different

volumes and in what follows we consider two annular beams of radius Rb;1 and Rb;2.

Their thickness is much smaller than the wavelength and it is equal in both cases

(D � l). The inner beam (subscript 1) carries a current I1, and I2 is the current

carried by the outer beam – subscript 2. Both beams propagate along a very strong

magnetic field, in a metallic cylindrical (lossless) waveguide of radius R – see

Fig. 3.20.

For formulating the dispersion relation of the space-charge and the electromag-

netic waves we define: an ¼ GRb;n; G2 ¼ k2 � o2=c2,

y1 ¼ I1ða1Þ
I0ða1Þ �

op
2
;1

g31ðo� kv1Þ2
GD;

y2 ¼ I1ða2ÞK0ðGRÞ þ I0ðGRÞK1ða2Þ
I0ða2ÞK0ðGRÞ � I0ðGRÞK0ða2Þ þ

op
2
;2

g32ðo� kv2Þ2
GD:

(3.5.44)

With these definitions the dispersion relation reads

y1I0 a1ð Þ � I1 a1ð Þ
y2I0 a2ð Þ � I1 a2ð Þ ¼

y1K0 a1ð Þ þ K1 a1ð Þ
y2K0 a2ð Þ þ K1 a2ð Þ : (3.5.45)

1R

2R

R

1v

2I

1I

2v

Symmetry axis

Fig. 3.20 Two-beam

instability: two beams of

different currents and

different velocities move in a

cylindrical waveguide. Under

certain circumstances dc

energy is converted into rf
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A more familiar shape is obtained by assuming that the beam radius is large on the

scale of the wavelength i.e., janj � 1 implying

y1 ¼ 1� op
2
;1

g31ðo� kv1Þ2
GD;

y2 ¼ �coth a� a2ð Þ þ op
2
;2

g32ðo� kv2Þ2
GD:

(3.5.46)

and

op
2
;2GD

g32ðo� kv2Þ2
þ op

2
;1GD

g31ðo� kv1Þ2
¼ exp a� a2ð Þ

sinh a� a2ð Þ þ tanh a2 � a1ð Þ

� 1þ 1� op
2
;1GD

g31ðo� kv1Þ2
" #

coth a� a2ð Þ � op
2
;2GD

g32ðo� kv2Þ2
" #( )

:

(3.5.47)

Keeping only terms linear in the plasma frequency and assuming that

a � GR � a2, the dispersion relation of space-charge waves in two planar beams

of thickness D is virtually identical to (3.5.33) up to a form factor

op
2
;2

g32ðo� kv2Þ2
þ op

2
;1

g31ðo� kv1Þ2
¼ 2

GD
: (3.5.48)

Another case that warrants special attention is when the outer beam is very close

to the metallic wall a ’ a2. As one may expect, there is no instability since the

electric field is “short-circuited” by the metallic wall. In fact, it can be readily

shown that the space-charge wave propagates only along the inner beam. Its

dispersion relation being determined by

op
2
;1GD

g31ðo� kv1Þ2
¼ exp a� a1ð Þ

sinh a� a1ð Þ : (3.5.49)

Comment 3.2. Note that the two annular beams may be generated on the same

cathode provided the potential’s suppression is significant.

3.5.5 Interference of Space-Charge Waves

After establishing the existence of space-charge waves, let us examine next

how they carry a small perturbation. For this purpose, it is convenient to adopt
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a transmission-line notation whereby the longitudinal electric field is associated

with the voltage

VðzÞ ¼ Vþexp �j ke þ Kp

� �
z

� �þ V�exp �j ke � Kp

� �
z

� �
; (3.5.50)

and the azimuthal magnetic field is associated with the current

IðzÞ ¼ Vþ
Zþ

exp �j ke þ Kp

� �
z

� �þ V�
Z�

exp �j ke � Kp

� �
z

� �
: (3.5.51)

In these expressions ke ¼ o=v0, Kp ¼ op=v0g3=2,

Z� ¼ �0
1

b
� cKp

o

� �
; (3.5.52)

b ¼ v0=c and g ¼ ½1� b2��1=2
. Note that, in contrast to transmission lines where

the two possible waves propagate in opposite directions, here both waves propagate

in the same direction but with two different phase velocities. Let us assume now

that both the voltage and the current are known at z ¼ 0,

Vð0Þ ¼ U0;
Ið0Þ ¼ I0:

(3.5.53)

Subject to these two conditions the amplitudes V� can be calculated and

consequently, the voltage and current modulation on the beam may be determined

at any location

Vþ ¼ Zþ
Zþ � Z�

U0 � Z�I0ð Þ;

V� ¼ � Z�
Zþ � Z�

U0 � ZþI0ð Þ;

VðzÞ ¼ Zþ
Zþ � Z�

U0 � Z�I0ð Þexp �j ke þ Kp

� �
z

� �

þ �Z�
Zþ � Z�

U0 � ZþI0ð Þexp �j ke � Kp

� �
z

� �
;

IðzÞ ¼ 1

Zþ � Z�
U0 � Z�I0ð Þexp �j ke þ Kp

� �
z

� �

þ �1

Zþ � Z�
U0 � ZþI0ð Þexp �j ke � Kp

� �
z

� �
; :

(3.5.54)

When the initial current modulation is zero (I0 ¼ 0) these equations read

VðzÞ ¼ U0

Zþ � Z�
exp �jkezð Þ Zþexp �jKpz

� �� Z�exp jKpz
� �� �

IðzÞ ¼ U0

Zþ � Z�
exp �jkezð Þ exp �jKpz

� �� exp jKpz
� �� �

:

(3.5.55)
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and associated with this modulation the average real power which develops along

the beam oscillates in space and it is given by

PðzÞ ¼ 1
2
Re VðzÞI	ðzÞ½ �

¼ U2
0

2�0b
o
cKp

	 
2
sin2 ðKpzÞ:

(3.5.56)

It is important to point out that along an ideal space-charge wave the Poynting

vector is identically zero and the term above is proportional to
Ð
dVEzJ

	
z . Note that

both the current and the power is zero at z ¼ 0. Down the stream, they both grow

monotonically until it peaks after a quarter of the plasma wavelength lp � 2p=Kp

� �
namely z ¼ lp=4 – similar to the interference of two regular electromagnetic waves.

This fact is utilized in relativistic klystrons for further amplification of the modula-

tion by placing a cavity at z ¼ lp=4. Let us now examine this effect.

In the framework of the current model the cavity is represented by an RLC

circuit whose impedance is

Zcav ¼ Z0
joo0

o2
0 � o2 þ 2joo0=Q

; (3.5.57)

where Q is known as the quality factor of the cavity and together with Z0 they

determine the impedance at resonance i.e., Zcav ¼ Z0Q=2 as illustrated in Fig. 3.21.
The incident waves are given by (3.5.50)–(3.5.51) and the transmitted ones by

VtrðzÞ ¼ Vtr;þexp �j ke þ Kp

� �
z� lp

4

� �� �
þ Vtr;�exp �j ke � Kp

� �
z� lp

4

� �� �
;

ItrðzÞ ¼ Vtr;þ
Zþ

exp �j ke þ Kp

� �
z� lp

4

� �� �
þ Vtr;�

Z�
exp �j ke � Kp

� �
z� lp

4

� �� �
:

(3.5.58)

The boundary condition at z ¼ lp=4 can be determined from the fact that the

current associated with the incident and transmitted waves has to be continuous i.e.

I
lp
4

� �
¼ Itr

lp
4

� �
; (3.5.59)

z=0 z=l /4p

Fig. 3.21 Schematic of

beam-cavity interaction in the

framework of the

transmission line formulation.

The amplitude of the space-

charge waves is significantly

affected by the cavity
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and the voltage associated with the incident waves is the sum of the transmitted and

the voltage on the cavity aperture:

V
lp
4

� �
¼ Vtr

lp
4

� �
þ Vcav: (3.5.60)

Subject to these boundary conditions, the transmitted waves are given by

VtrðzÞ ¼ VðzÞ þ ZcavI
lp
4

� �
exp �jke z� 1

4
lp

� �� �

� � cos Kp z� 1

4
lp

� �� �
þ j

Zþ þ Z�
Zþ � Z�

sin Kp z� 1

4
lp

� �� � �

ItrðzÞ ¼ IðzÞ þ 2jI
lp
4

� �
exp �jke z� 1

4
lp

� �� �

� sin Kp z� 1

4
lp

� �� �
Zcav

Zþ � Z�
:

(3.5.61)

With these relations we realize that a small voltage modulation evolves, after

quarter of the plasma wavelength z ¼ lp=4 into a relatively low power at the cavity

location is P z ¼ lp=4
� � ¼ U2

0=2�0b
� �

o=cKp

� �2
whereas after another quarter of

the plasma wavelength

P
lp
2

	 


P
lp
4

	 
 ’ jZcavj
�0

o
cKp

� �2

¼ Z0
2�0

Q

� �2 o2

bo2
p

gbð Þ3 � 1: (3.5.62)

the available power is several orders of magnitude larger than that available at the

location of the cavity. Three main terms contribute to this ratio: (1) the quality

factor of the cavity, (2) the ratio of the operating frequency and the plasma

frequency and (3) the momentum of the electrons.

Before we conclude it is important to emphasize here that in contrast to the

case of the two instabilities introduced in the last two sections, the amplitudes of

each one of the space-charge waves are uniform in space and only the interference

between the two generates the power mentioned above.

3.6 Radiation from Moving Charges

In the previous chapter we examined the process of radiation generation when the

charge moves at a constant velocity near a uniform dielectric medium (Cerenkov

radiation) or near a finite-size body (diffraction radiation). Before concluding this

152 3 Elementary Electron Dynamics



Chapter, we briefly examine the process of radiation generation due to non-uniform

velocity of charged particles.

3.6.1 Radiation from an Oscillating Dipole

Among the simplest and at the same time widespread manifestation of radiation

emission is the one occurring when a charge ðqÞ oscillates at a given angular

frequency oð Þ and in this subsection we consider the power generated by this

moving charge. Denoting by d=2 the amplitude of oscillation, the current density

associated with this particle is �Jz ¼ jo d=2ð Þ q=2prð ÞdðrÞdðzÞ. Further defining the

dipole moment p ¼ qd, the vector magnetic potential and the electric scalar coun-

terpart read

�Az ¼ j
o
c2

p

4pe0

1

r
exp �j

o
c
r

	 

;

�F ¼ p

4pe0r2
1þ j

o
c
r

	 

cos y exp �j

o
c
r

	 

:

(3.6.1)

In what follows we consider only terms that contribute to the far-field r � l
namely, field components that are inversely proportional to r such that the radial

component of the Poynting vector

�Sr ¼ 1

2
�Ey �H

	
’ � �E’

�H	
y

h i
(3.6.2)

is inversely proportional to r2 and as a result, the total power emitted in vacuum

does not depend on the radius where the measurement is performed. Moreover, it

can be readily shown that the azimuthal component of the electric far-field is zero

thus �Sr ¼ �Ey �H
	
’=2. Consequently, the relevant far-field components are

�H’ ’ � 1

m0

o2

C3

P

4pe0

1

r
exp �j

o
c
r

	 
� �
sin y;

�Ey ’ �o2

C2

P

4pe0

1

r
exp �j

o
c
r

	 
� �
sin y;

(3.6.3)

implying

�Sr ¼ 1

2m0c
o
c

	 
4 p

4pe0

� �2
sin2y
r2

(3.6.4)

and finally the average power reads

�P ¼ r2
ð2p
0

d’

ðp
0

dy sin y �Sr ¼ 1

2�o

p

4pe0

o2

c2

� �2
8p
3
: (3.6.5)
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Several comments are in place at this stage:

Comment 3.3. With the average power established, we may deduce the instanta-

neous power by replacing the harmonic oscillation zðtÞ ¼ d=2ð Þ cos otð Þ with an

arbitrary acceleration

PðtÞ ¼ 2

3
mc2

re
c3
€z2ðtÞ; (3.6.6)

wherein

re � e2

4pe0

1

mc2
’ 2:8� 10�15[m] (3.6.7)

is the classical radius of the electron.
Comment 3.4. Another interesting observation relies on the fact that the average

energy emitted during one period of the radiation field is W � PT ¼ �0=2ð Þ
po=cð Þ2o. Bearing in mind that the energy of a single photon is expressed in

terms of Planck’s constant ð�h ¼ 1:054� 10�34J sÞ is given by Wph ¼ �ho; then the

number of emitted photons by the dipole is

Nph ¼ 2p
3
a

p

e

o
c

	 
2
(3.6.8)

wherein

a � e2

4pe0

1

�hc
’ 1

137
; (3.6.9)

is the so-called fine-structure constant. Examining this relation (3.6.8) for a single

dipole reveals that the number of photons emitted per dipole is very small bearing in

mind that typically the size of the dipole is much smaller than the wavelength.

Comment 3.5. Subject to the far-field approximation, we have concluded that the

amplitude of the oscillating dipole is not constant. From the perspective of the

oscillating charge this implies that in addition to the “binding” force there is another

force associated with the radiation field. A rough evaluation of this force Fradð Þ is
possible by pursuing the following approach. In a lossless medium, the electromag-

netic energy emitted comes at the expense of the kinetic energy of the particle

namely,

ð
dt _zðtÞFradðtÞ ¼ 2

3
mc2

re
c3

ð
dt€z2ðtÞ: (3.6.10)

Bearing in mind that

ð
dt€z2ðtÞ ¼

ð
dt

d

dt
_z€z
	 


� z
:::

_z
� �

(3.6.11)
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and assuming that the contribution of the second term vanishes in the relevant time

interval we conclude that the radiation reaction force is

FradðtÞ ¼ 2

3
mc2

re
c3

z
:::
ðtÞ: (3.6.12)

With this force term, the equation of motion may be generalized when an

external force is applied

m
d2z
dt2

� trad
d3z
dt3

� �
¼ FextðtÞ (3.6.13)

wherein the radiative damping time is

trad � 2

3

re
c
¼ 0:52� 10�23 sec½ �: (3.6.14)

3.6.2 Radiation from a Moving Charge

The power emitted by an oscillating dipole is independent of whether it moves with

a constant velocity or it is motionless. In this subsection, we consider a dipole

moving with a constant velocity v and for the sake of simplicity, it is first assumed

to be parallel to the oscillation. In the frame of reference where the dipole is

stationary,

P t0ð Þ ¼ 2

3
mc2

re
c3

d2z0 t0ð Þ
dt02

� �2
: (3.6.15)

In terms of the laboratory frame of reference variables dt0 ¼ dt=g ; dz0 ¼ dz g
we get

PðtÞ ¼ 2

3
mc2

re
c3

g3
d2z
dt2

� �2
;

¼ 2

3

re
c
mc2

1

mc

d

dt
mg

dz
dt

� �� �2
;

¼ 2

3

re
c
mc2

Fk
mc

� �2
:

(3.6.16)

For a longitudinal gradient of the order of 100 GeV/m½ � which has been reported

in recent plasma laser wake-field acceleration experiment, the power emitted by
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a single electron is of the order of nWatt which is completely negligible on the scale

of the electromagnetic power required to generate such a gradient.

In case of an oscillation perpendicular to the motion dt0 ¼ dt=g ; dz0 ¼ dz
therefore,

PðtÞ ¼ 2

3
mc2

re
c3

g2
d2z
dt2

� �2
;

¼ 2

3

re
c
mc2

g
mc

d

dt
mg

dz
dt

� �� �2
;

¼ 2

3

re
c
mc2

gF?
mc

� �2
:

(3.6.17)

As an example, one may consider a relativistic electron (5 GeV) bent by a dipole

Bd ¼ 0:2 T½ �ð Þ in a damping ring. The vertical force is F? ’ eBdc, and the

corresponding radius of curvature is about r ’ 80 m½ � and consequently, the energy
lost per unit length is DE=2pr ¼ P=c ’ 1:4 keV/m½ �. Bearing in mind that the

electrons may make billions of revolutions this gradient is significant and the

essence of the operation of a damping ring relies on this phenomenon: electrons

emitting synchrotron radiation are decelerated proportional to g4 in all three

dimensions and reaccelerated only in the longitudinal direction, reducing in the

process the transverse phase-space.

For completeness, it may be demonstrated (Jackson 1962) that the power emitted

in case of an arbitrary angle between the acceleration and the velocity is given by

PðtÞ ¼ 2

3
mc2

re
c
g6 _b � _b� b� _b

� � � b� _b
� �� �

: (3.6.18)

3.6.3 Ensemble of Radiating Sources

In the previous two subsections, we considered a single, point-like radiator. In this

subsection we consider an ensemble of N radiators located at Xn; Yn; Znð Þ where

n ¼ 1; 2:::N. For simplicity sake, the size of each source is assumed to be finite in

each one of the dimensions and its size is denoted by Dx;Dy;Dz

� �
. Our starting point

is the expressions for the far-field determined in (3.6.3) explicitly, the exponent

may be replaced by

exp �j
o
c
r

	 

! exp �j

o
c
r

	 

sinc

1

2
Dx

o
c
sin y cosf

� �

� sinc
1

2
Dy

o
c
sin y sinf

� �
sinc

1

2
Dz

o
c
cosf

� �

�
X
n

exp j
o
c

Xn sin y cosfþ Yn sin y sinfþ Zn cos yð Þ
h i

:

(3.6.19)

156 3 Elementary Electron Dynamics



With this observation, we may deduce that the power emitted by the N radiators

is given by

�PN ¼ 1

2�o

qNd

4pe0

o2

c2

� �2
8p
3

� 1

2p

Z 2p

0

d’
3

4

Z p

0

dysin3y sinc2
1

2
Dx

o
c
sin y cosf

� �

� sinc2
1

2
Dy

o
c
sin y sinf

� �
sinc2

1

2
Dz

o
c
cosf

� �

� 1

N2

X
n;m

exp j
o
c

Xn � Xm
� �

sin y cosfþ Yn � Ym
� �

sin y sinf
� �n o

� exp j
o
c

Zn � Zm
� �

cos y
h i

: ð3:6:20Þ

A relatively simple expression may be developed at the limit of a point-source Dx ¼
Dy ¼ Dz ! 0 and subject to the assumption that they all are in the Zn ¼ 0 plane thus

�PN ¼ N2 �P1

� 1

N2

X
n;m

3

4

Z p

0

dysin3y J0
o
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn � Xm
� �2 þ Yn � Ym

� �2q
sin y

� �
:

(3.6.21)

Of specific interest is the case when all emitters form a line therefore without

loss of generality we consider Xn ¼ na; Yn ¼ 0 thus

�PN ¼ N2 �P1

1

N2

X
n;m

3

4

Z p

0

dysin3y J0
o
c
a n� mj j sin y

h i( )
: (3.6.22)

The curled brackets represent a form factor that is always smaller than unity: for

small arguments oa=c � 1=Nð Þ it is unity and for large arguments oa=c � 1ð Þ it
asymptotically approaches 1=N as illustrated in Fig. 3.22 and even better in

Fig. 3.23.

A reasonable approximation (error<5%Þ of the form factor reveals that the

power is given by

�PN ¼ N2 �P1

1

N
þ 1� 1

N

� �
1þ N

4:5

o
c
a

� �2
" #�1

8<
:

9=
;;

¼ �P1 N þ N N � 1ð Þ 1þ N

4:5

o
c
a

� �2
" #�1

8<
:

9=
;;

(3.6.23)
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which in turn indicates that if the radiated wavelength is much longer than the

spacing between the sources oa=c � 4:5=Nð Þ, the radiation is emitted coherently

(recall that all dipoles have the same phase) being proportional to N2 whereas in the

opposite case oa=c � 4:5=Nð Þ, the emitted power is not coherent being propor-

tional to the number of emitters / Nð Þ.

3.6.4 Synchrotron Radiation of an Ensemble of Electrons

Electrons organized in bunches may generate coherent Cerenkov radiation

according to the size of the bunch – see Exercise 2.6 in the previous chapter.

In Sect. 3.6.2 we have evaluated based on simple arguments the total power of

synchrotron radiation emitted by a single relativistic g � 1ð Þ electron following

a circular ðRÞ trajectory during one revolution;

P1 ¼ 2

3
g4

e2c

4pe0R2
: (3.6.24)
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Our goal in this subsection is to formulate and examine some of the simple

scaling laws regarding the spectrum of coherent and non-coherent synchrotron

radiation generated by some simple electrons configuration. With this purpose in

mind, we consider an ensemble of relativistic electrons following a circular trajec-

tory with an angular frequency O; the latter is contemplated to be due to a uniform

magnetic field B thus O ¼ eB=mgð Þ. The first stage is to determine the electromag-

netic field in the entire space. Associated with this ensemble there is an azimuthal

current density

Jf r;f; z; tð Þ ¼ �e ORð Þ 1
r
d r � Rð Þ dðzÞ

XN

n¼1
d f� O t� tnð Þ½ �; (3.6.25)

N is the total number of electrons and tn is the time the nth electron reaches the point
f ¼ 0. This current density generates an electromagnetic field that may be derived

from the two z-components of the field

Hz r;f; z; tð Þ ¼
ð1

�1
dk exp �jkzð Þ

X1
n¼�1

exp �jnfð Þ
X1

m¼�1
exp jmO tð ÞHn;mðk; rÞ

Hn;mðk; rÞ ¼
An;m Jn Lmrð Þ r 
 R

Bn;m Hð2Þ
n Lmrð Þ r � R



Ez r;f; z; tð Þ ¼
ð1

�1
dk exp �jkzð Þ

X1
n¼�1

exp �jnfð Þ
X1

m¼�1
exp jmO tð Þ En;mðk; rÞ

En;mðk; rÞ ¼
Cn;m Jn Lmrð Þ r 
 R

Dn;m Hð2Þ
n Lmrð Þ r � R



(3.6.26)

with L2
m ¼ mO=cð Þ2 � k2. In this notation, we tacitly assumed that the spectrum is

discrete

o ¼ mO: (3.6.27)

For evaluation of the four coefficients A;B;C andDð Þ it is necessary to impose

the continuity of Ef, Ez and Hf at r ¼ R whereas the discontinuity on Hz is

determined by the surface current density derived from Jf. Based on these

constraints the amplitudes are

An;m ¼ p
2j
cn H

o ð2Þ
n cnð Þ

� �
Sndn;m Bn;m ¼ p

2j
cn J

o

n cnð Þ
� �

Sndn;m

Cn;m ¼ p
2j

Hð2Þ
n cnð Þ �jk

Oe0

� �� �
Sndn;m Dn;m ¼ p

2j
Jn cnð Þ �jk

Oe0

� �� �
Sndn;m (3.6.28)
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wherein cn ¼ LnR; Sn ¼ eOgn= 2pð Þ2 ; gn ¼
PN

n¼1 exp jnOtnð Þ: The latter is the
form factor determined by the spatial distribution of the ensemble.

With the field established, we may proceed to the next stage to determine and

simplify the power emitted by the ensemble. Formally, the emitted power is

PðtÞ ¼ �
ð1

�1
dz

ð1

0

dr r

ð2p

0

df Jf r; f; z; tð ÞEf r; f; z; tð Þ

¼ eOR
XN
n¼1

Ef r ¼ R; f ¼ O t� tnð Þ; z ¼ 0; t½ �
(3.6.29)

and since the contribution to the power stems only from the “radiative” part of the

spectrum namely, k2 
 nO=cð Þ2, it reads

�P ¼ 2b
X1
n¼1

n gnj j2
ðnb
0

dx x2 nbð Þ2 � x2
h i�1

J2n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nbð Þ2 � x2

q� �

þ b2
ðnb
0

dx J
o
2
n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nbð Þ2 � x2

q� ��
;

(3.6.30)

b ¼ OR=c representing the normalized local velocity of the electron and the

normalized power is �P ¼ P= e2c=4pe0R2ð Þ. Further simplification of this result may

be achieved by defining a new variable x ¼ nb cos y, with the observation that for

relativistic particles b ’ 1� 1=2g2as well as the fact that most of the radiation is

emitted in a narrow angle dy in the plane defined by y ¼ p=2, it simplifies to be

�P ¼ 2
X1
n¼1

n2 gnj j2
ð
ddy J2n n 1� 1

2g2
� dy2

2

� �� �
þ dy2 J

o
2
n n 1� 1

2g2
� dy2

2

� �� � �
:

(3.6.31)

This result makes the use of asymptotic Bessel functions

Jn n
1

coshc

� �
’ exp �n c� tanhcð Þ½ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pn tanhc
p ’ 1ffiffiffiffiffiffiffiffiffiffiffiffi

2pnc
p exp �n

c3

3

� �
;

J
�
n n

1

coshc

� �
’

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh 2c
4pn

r
exp �n c� tanhcð Þ½ � ’

ffiffiffiffiffiffiffiffi
c
2pn

r
exp �n

c3

3

� �
;

(3.6.32)

rather natural and therefore, identifying c ’
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dy2 þ g�2

p
we have

�P ’ 1

p

X1
n¼1

n gnj j2
ð
ddy cþ dy2

1

c

� �
exp �n

2

3
c3

� �
: (3.6.33)
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This, in turn, may be further simplified by defining gdy ¼ sinh u leading to

�P ’ 1

p g2
X1
n¼1

n gnj j2
ð1
0

du cosh 2u exp �n
2

3

1

g3
cosh3u

� �
: (3.6.34)

The last integral can be evaluated numerically the result is

ð1
0

du cosh 2u exp �xcosh3u
� � ’ 0:883

x
2
3

exp �xð Þ; (3.6.35)

and finally implying

P ¼ e2c

4pe0R2

1:157

p

X1
n¼1

n1=3 gnj j2 exp � 2n

3g3

� �
: (3.6.36)

This expression determines the synchrotron radiation power emitted by an ensem-

ble of electrons during one revolution.

In order to assess the numerical error associated with the approximations so far

we replace the sum for the single electron case (gn ¼ 1) with an integral that can be

evaluated analytically

X1
n¼1

n1=3 exp � 2n

3g3

� �
!
ð1

0

dn n1=3 exp �2n=3g3
� � ¼ 0:893

2

3g3

� ��4=3

(3.6.37)

leading to

P ¼ 0:57g4
e2c

4pe0R2
: (3.6.38)

This is within less than 20% error of the exact expression introduced in (3.6.24).

Since the expression in (3.6.36) provides us with the accurate scaling of the

emitted power on g during the period of one revolution, we proceed now to the third

stage and this is: analysis of the spectrum as well as the power for several simple

configurations.

Comment 3.6. The spontaneous power emitted by N un-correlated electrons is

obviously given by

Psp ¼ 2

3
g4

e2c

4pe0R2
N: (3.6.39)

Comment 3.7. A single bunch of N electrons of Gaussian distribution Dbð Þ,
namely a probability density f zð Þ ¼ 1=

ffiffiffiffiffiffi
2p

p
Db

� �
exp �z2=2D2

b

� �
leads to
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1

N2
gnj j2 ¼

ð1

�1
dzf zð Þ exp jn

O
c
z

� �������
������
2

¼ exp � n
O
c
Db

� �2
" #

; (3.6.40)

the corresponding spectrum is proportional to

n1=3 exp � 2n

3g3
� n

Db

R

� �2" #
(3.6.41)

and consequently, the emitted power is

Pb ¼ 2

3
g4

e2c

4pe0R2
N þ N N � 1ð Þ

R1
0

dx x1=3 exp �x� x2 Db

R
3g3

2

	 
2� �

R1
0

dx x1=3 exp �xð Þ

8>>><
>>>:

9>>>=
>>>;

’ 2

3
g4

e2c

4pe0R2
N þ N N � 1ð Þ 1þ Db

R

3g3

2

� �3=2
" #�1

8<
:

9=
;:

(3.6.42)

Evidently, the second term is the contribution of the coherent synchrotron
radiation. In order to have an estimate regarding the orders of magnitude involved,

let us consider N ¼ 1010, 5GeVelectrons forming a Db ¼ 1 cm long bunch, follow-

ing a circular trajectory of radius R ¼ 100m. The coherent term is 0.5% of the total

power. On the other hand, if the number of electrons is increased to N ¼ 1011, the

energy reduced to 1GeV and keeping the other parameters the same, the coherent

term is almost two orders of magnitude larger than the spontaneous term. Based on

this result we may develop a relatively simple criterion for the coherent synchrotron

radiation from a bunch to become dominant namely,

2R

3g3
N2=3 � Db: (3.6.43)

Comment 3.8. The same approach may be employed for a train of micro-bunches.
Each micro-bunch has a length Dmb (Gaussian distribution), there are M micro-

bunches and the distance between any two bunches is DT � Dmb. In each micro-

bunch there are Nelelectrons and the total number of electrons is assumed to be as

above N ¼ NelM. In this case

1

N2
gnj j2 ¼ exp � n

Dmb

R

� �2" # sinc
1

2
n
DT

R
M

� �

sinc
1

2
n
DT

R

� �
2
664

3
775
2

(3.6.44)
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and the emitted power is

Ptrain ¼ 2

3
g4

e2c

4pe0R2
N þ N N � 1ð Þ

R1
0

dx x1=3 exp �x� x2�D2
mb

� � sinc x�DTM
� �

sinc x�DT

� �
" #2

R1
0

dx x1=3 exp �xð Þ

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
;

�Dmb � Dmb

R

3g3

2
; �DT � 1

2

DT

R

3g3

2
:

(3.6.45)

However, for the sake of simplicity, we limit the discussion to a “zero” size

micro-bunch such that

Ptrain¼2

3
g4

e2c

4pe0R2
NþN N�1ð Þ

R1
0

dxx1=3 exp �xð Þ sinc x�DTM
� �

sinc x�DT

� �
" #2

R1
0

dxx1=3 exp �xð Þ

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

(3.6.46)

and it may be approximated by

Ptrain ¼ 2

3
g4

e2c

4pe0R2
N þ N N � 1ð Þ

M
1þ M � 1

1þ M�DT=2
� �2

" #" #" #
: (3.6.47)

Assuming the same macro-bunch length (1 cm), a bunch spacing corresponding

to optical wavelength (1 mm) and correspondingly, M  104, the coherent term is

inversely proportional toM and, in fact, numerical analysis of this term reveals that

Ptrain ’ 2

3
g4

e2c

4pe0R2
NelM þ Nel NelM � 1ð Þ½ �: (3.6.48)

However, while simple, this result has limited practical relevance since the size of

the micro-bunch plays a dominant role. For considering the latter, we need to

evaluate (3.6.46) numerically. As before, let us consider N ¼ 1010, 5GeV electrons

forming a Db ¼ 1 cm long bunch, following a circular trajectory of radius

R ¼ 100m. The spacing between two bunches is 1 mm corresponding to

M ¼ 104 micro-bunches and the size of one micro-bunch is assumed to be

Dmb ’ 0:1 mm. The coherent term increases from 0.5% to 13.6% of the total

emitted power. Reducing the energy to 1 GeV and increasing the number of

electrons in the macro-bunch to N ¼ 1011cause an increase of three orders of

magnitude (950) in the coherent component relative to the spontaneous term –

this is an increase of more than one order of magnitude above coherent power

emitted by a uniform bunch.

3.6 Radiation from Moving Charges 163



In the configuration presented here the bunches were assumed to be pre-formed.

In practice, a uniform bunch may become bunched – this process has been observed

experimentally by Byrd et al. (2002) and discussed by Venturini et al. (2005) but it

is beyond the scope of this chapter.

Comment 3.9. It is instructive at this stage to determine some of the characteristics

of the spectrum emitted by a point-charge specified in (3.6.37). Obviously, it

increases monotonically to a peak value which occurs at nmax ¼ g3=2 and corre-

spondingly, the peak value is proportional to g. Beyond this peak value, the

spectrum decreases exponentially. In terms of frequencies, according to (3.6.27),

omax ¼ O
g3

2
¼ eB

mg

� �
g3

2
¼ c

R

g3

2
(3.6.49)

reflecting the fact that for a given bending magnetic field omax / g2 whereas for a

given radius of curvatureomax / g3; here we used the fact that for a relativistic particle
OR=c ’ 1. The average frequency emitted is proportional to omax or explicitly,

oh i ¼ O nh i ¼ O

P1
n¼1

n4=3 exp � 2n

3g3

� �

P1
n¼1

n1=3 exp � 2n

3g3

� � ¼ O

Ð1
0

dn n4=3 exp � 2n

3g3

� �

Ð1
0

dn n1=3 exp � 2n

3g3

� �

¼ O
3g3

2

Ð1
0

dx x4=3 exp �xð Þ
Ð1
0

dx x1=3 exp �xð Þ
¼ O

3g3

2

G 7=3ð Þ
G 4=3ð Þ ¼ 2g3O ¼ 4omax

(3.6.50)

and in a similar way,

o2
� � ¼ O2 n2

� � ¼ O2 3g3

2

� �2 Ð1
0

dx x7=3 exp �xð Þ
Ð1
0

dx x1=3 exp �xð Þ

¼ O2 3g3

2

� �2 G 10=3ð Þ
G 4=3ð Þ ¼ 7O2g6 ¼ 28o2

max

(3.6.51)

implying that Do ¼ 2
ffiffiffi
3

p
omax and Do= oh i ’ 0:866.

Comment 3.10. Following a similar approach for a finite length bunch, we estab-
lish first the probability of obtaining a photon of energy �hnO, accounting for both

spontaneous and coherent spectrum,

pn¼
Nn1=3 exp � 2n

3g3

� �
þN N�1ð Þn1=3 exp � 2n

3g3
� n

Db

R

� �2" #

P1
m¼1

Nm1=3 exp �2m

3g3

� �
þN N�1ð Þm1=3 exp �2m

3g3
� m

Db

R

� �2
" #( ): (3.6.52)
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Assuming that the particle is ultra-relativistic namely,

Db

R
g3 � 1; (3.6.53)

the first two moments nh i ¼Pn npn and n2
� � ¼Pn n

2pn are given by

nh i ’

P1
n¼1

n4=3 exp � 2n

3g3

� �
þ Nn4=3 exp � n

Db

R

� �2
" #( )

P1
m¼1

m1=3 exp � 2m

3g3

� �
þ Nm1=3 exp � m

Db

R

� �2
" #( )

’
3g3

2

� �7=3 Ð1
0

dxx4=3 exp �xð Þ þ N
R

Db

� �7=3 Ð1
0

dxx4=3 exp �x2ð Þ

3g3

2

� �4=3 Ð1
0

dxx1=3 exp �xð Þ þ N
R

Db

� �4=3 Ð1
0

dxx1=3 exp �x2ð Þ

’ 4

3

3g3

2

1þ 0:389N
2

3g3
R

Db

� �7=3

1þ 0:758N
2

3g3
R

Db

� �4=3

(3.6.54)

and

n2
� � ’

P1
n¼1

n7=3 exp � 2n

3g3

� �
þ Nn7=3 exp � n

Db

R

� �2
" #( )

P1
m¼1

m1=3 exp � 2m

3g3

� �
þ Nm1=3 exp � m

Db

R

� �2
" #( )

’
3g3

2

� �10=3 Ð1
0

dxx7=3 exp �xð Þ þ N
R

Db

� �10=3 Ð1
0

dxx7=3 exp �x2ð Þ

3g3

2

� �4=3 Ð1
0

dxx1=3 exp �xð Þ þ N
R

Db

� �4=3 Ð1
0

dxx1=3 exp �x2ð Þ

’ 28

9

3g3

2

� �2 1þ 0:162N
2

3g3
R

Db

� �10=3

1þ 0:758N
2

3g3
R

Db

� �4=3 :

(3.6.55)

As an example, let us consider N ¼ 1010, 2GeVelectrons forming a Db ¼ 1 cm long

bunch, following a circular trajectory of radius R ¼ 100m implying 2
3g3

R
Db

’ 10�6

and consequently,
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nh i ’ 2

76:8
g3 ’ 0:026g3

Dn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2h i � nh i2

q
¼ 0:3g3

9>=
>;) Dn

nh i ¼
Do
oh i  11:56 (3.6.56)

which is one order of magnitude higher than the case of a point-charge.

Exercises

3.1 Show by substituting (3.1.10) in Lagrange’s equation of motion that

they are identical to the Newtonian equations of motion. Repeat the

exercise with Hamilton’s equations of motion.

3.2 Show in a systematic way that if the charge of an electron is the same in

all frames of reference then the set ðJ; crÞ forms a 4-vector.

3.3 Show that the condition in (3.4.19) is sufficient to ensure stability of the

beam. Hint: linearize the equation of motion and assume that in spite

oscillation the total current is preserved.

3.4 Determine the frequency emitted by an electron wiggling in a magnetic

field at any angle y – see end of Sect. 3.2

3.5 Based on Sect. 3.3.1 determine the effective enhancement parameter as

a function of the geometry of the grating. Analyze the effect of the

various geometric parameters. Can you suggest a measurement such

that based on the presented analysis it would be possible to assess, at

least part of, the surface topology.

3.6 Determine the limiting current in a cylindrical and spherical diode for

the non-relativistic regime. Show that like in the planar configuration,

the current is proportional to V
3=2
AN . Hint: follow Langmuir (1913) and

determine the corresponding proportionality factors.

3.7 Calculate the limiting currents of two thin annular beams of radii R1

and R2 moving in a waveguide of radius R ðR>R2>R1Þ; both beams

are generated by the same diode, thus the initial kinetic energy

½mc2ðg0 � 1Þ� is the same. Determine the kinetic energy of the electrons

in each one of the beams. Repeat the exercise for two beams of different

initial energies and currents.

3.8 Show that in dielectric loaded waveguide the limiting current of a pencil

beam is given by

Imax ¼ 2p
mc2

e�0
g2=30 � 1
	 
3=2

ln�1 Rb

Rd

Rd

R

� �1=er
" #

:

The dielectric (er> 1) fills the region R � r � Rd; the beam radius is Rb

and it is smaller than the inner radius of the dielectric, Rd. Note that with

the dielectric, for the same waveguide radius R, the limiting current is

(continued)
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larger which means that the potential depression is smaller and conse-

quently, the kinetic energy is larger.

3.9 Calculate the limiting current for an annular beam of radius Rb which

carries a current I and its thickness is D and it moves outside a metallic

waveguide of radius R.
3.10 Prove the dispersion relation specified by (3.5.45). Analyze (numerically)

the condition for instability to occur. In particular examine the depen-

dence on the geometric parameters. Examine also the spatial growth as a

function of the frequency, geometry, momenta and the currents.

3.11 Calculate the two-beam instability for the case of a motionless plasma

and a pencil beam moving through the plasma in a waveguide of radius

R. The radius of the electron beam is Rb, its density is ne and the density
of the background plasma is denoted by nbg.

3.12 Compare the Debye length with the plasma wavelength. For a tempera-

ture of 1; 000�K, which one is larger? What is your conclusion regarding

the use of the hydrodynamic and kinetic approximations.

3.13 Develop the Child-Langmuir limiting current using the Lagrangian

formulation. Hint: consult Chodorow and Susskind (1964) p. 125.

3.14 Use the integral
Þ
E � dl ¼ 0 in order to calculate the potential depres-

sion of a pencil beam in a waveguide. Hints: (a) include the diode in

your contour, (b) assume perfect conductors and (c) in the beam region

the contour closes on axis.

3.15 3.15 Determine the effect of the vacuum chamber on the coherent

synchrotron radiation. Hint: consult Schwinger(1949), Schiff (1946),

Nodvick (Nodvick and Saxon 1954), Warnock and Morton (1990) or

Ng (1990).

3.16 Consider a train of micro-bunches. Each micro-bunch has a length

Dmb(Gaussian distribution), there are M microbunches and the distance

between any two bunches is DT � Dmb. In each micro-bunch there

are Nel electrons. Relying on (3.6.44) determine the probability pn for

emission of a photon of energy �hOn-accounting for both spontaneous as
well as coherent radiation. Subject to the assumption Dbg3 � R analize

the effect of the number of micro-bunches on Do= oh i. Use the

parameters in Comment 3.10 in Sect. 3.6.4.
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Chapter 4

Models of Beam–Wave Interaction

in Slow-Wave Structures

So far we either assumed that the trajectory of the electrons is known and the

electromagnetic field has been evaluated or vice versa, the electromagnetic field

was known and the problem was to determine the trajectory of charged particles. In

reality, both vary and at any point and instant, they need to be established in a self-

consistent way. In this chapter, we investigate the fundamentals of distributed

beam–wave interaction in a slow-wave structure. In Chap. 7, while discussing the

interaction in a free electron laser, we will formulate the self-consistent interaction

in a fast-wave device. Some additional aspects will be considered in Chap. 8 when

discussing beam–wave interaction in accelerators.

A dielectric loaded waveguide and a pencil beam are chosen as the basic model

in the first sections because it enables us to illustrate the essence of the interaction

without the complications associated with complex boundary conditions. Through-

out this chapter, the electron beam is assumed to be guided by a very strong

magnetic field such that the electrons’ motion is confined to the longitudinal

direction. Furthermore, the kinetic energy of the electrons is assumed to take into

consideration the potential depression associated with the injection of a beam into a

metallic waveguide.

In the first section, we present part of Pierce’s theory for the traveling-wave

amplifier applied to dielectric loaded structure and extended to the relativistic
regime. The interaction for a semi-infinitely long system is formulated in terms of

the interaction impedance introduced in Chap. 2. Finite length effects are consid-

ered in the second section where we first examine the other extreme of the

beam–wave interaction namely, the oscillator. In the context of an amplifier, it is

shown that reflections affect the bandwidth and in addition, the beam shifts the

frequency where maximum transmission occurs.

The macro-particle approach is described in Sect. 4.3 where the beam dynamics

instead of being considered in the framework of the hydrodynamic approximation

i.e. as a single fluid flow, is represented by a large number of clusters of electrons.

Each one of the clusters is free to move at a different velocity according to the local

field it experiences but the electrons that constitute the cluster are “glued” together.

This formalism enables us to examine the interaction in phase-space either in the

L. Sch€achter, Beam-Wave Interaction in Periodic and Quasi-Periodic Structures,
Particle Acceleration and Detection, DOI 10.1007/978-3-642-19848-9_4,
# Springer-Verlag Berlin Heidelberg 2011
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linear regime of operation or close to saturation. It also permits investigation of

tapered structures and analysis of the interaction of pre-bunched beams in tapered

structures.

The chapter concludes with a further extension of the macro-particle approach

formalism to include the effect of reflections. This framework combines the

formulations of an amplifier and an oscillator and permits us to quantify and

illustrate the operation of a realistic device, which is neither an ideal amplifier

nor an ideal oscillator.

With the exception of the first section that, as indicated, is a review of Pierce’s

TWT theory, most of the material presented in this chapter has been developed

during the nineties as part of an effort to develop high power traveling-wave

amplifiers. The first experiments on high power TWT performed at Cornell Uni-

versity and conducted by Professor John A. Nation (Shiffler et al. 1989) indicated

that 100 MW of power at 8.76 GHz can be achieved before the system oscillates.

Although no rf break-down was observed, the fact that the input is no longer

isolated from the output, allows waves to be reflected backwards and this feedback

could cause the system to oscillate. In order to isolate the input from the output the

TWT was split in two sections separated by a sever (waveguide made of lossy

material which operates below cut-off).

The second set of experiments on a two stage high power TWT indicated that

power levels in excess of 400 MW are achievable with no indication of rf break-

down (Shiffler et al. 1991). In this case, the spectrum of output frequencies was

300 MHz wide and a significant amount of power (up to 50%) was measured in

asymmetric sidebands. The latter observation was investigated theoretically

(Sch€achter et al. 1991) and it was concluded that it is a result of amplified noise

at frequencies selected by the interference of the two waves bouncing between the

ends of the last stage. In fact, we have shown (Sch€achter and Nation 1992) that what
we call amplifier and oscillator are the two extreme of possible operation regimes

and any practical device operates somewhere in between, according to the degree of

control we have on the reflection process. One possible way to eliminate the

problem is to use the transit-time isolation method. Its essence is to design a low

group velocity structure such that by the time the reflected electromagnetic pulse

reaches the input end, there are no longer electrons to interact with. This method

was successfully demonstrated (Kuang et al. 1993) experimentally and power levels

of 200 MW were achieved at 9 GHz. The spectrum of the output signal was less

than 50 MHz wide and the pass-band of the periodic structure was less than

200 MHz.

4.1 Semi-Infinite Structure: Pierce-Like Theory

In the previous chapter it was justified to decouple the two groups of solutions

described by the dispersion relation in (3.5.8) because the propagating electromag-

netic modes have a phase velocity larger than c, whereas the space-charge waves
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have a phase velocity which is of the order of v0. In principle, it is possible to slow

down the phase velocity of the electromagnetic wave, in the absence of the beam,

below c and then, the waves may become coupled – it is there where resonance

occurs. One possibility to slow down the phase velocity, which will be considered

throughout this chapter, is to load the waveguide with a dielectric material. In

Fig. 4.1 we illustrate schematically the dispersion curve of an electromagnetic wave

which propagates in a dielectric loaded waveguide. The space-charge wave

intersects the former curve at resonance.

4.1.1 Dielectric Filled Waveguide

As a first step, we assume full overlap between the beam and the dielectric.

Although, in general no such overlap is permissible, this model will be used to

explain in a simple way the quantities that describe the beam–wave interaction in a

slow-wave structure. A realistic but somewhat more complex picture will be

presented in the next sub-section. Based on hydrodynamic description of the

beam-dynamics, as in Sect. 3.5, the dispersion relation of the TM0s modes in the

presence of a dielectric material (er) is given by

er
o2

c2
� k2s

� �
1� o2

p

erg3ðo� v0ksÞ2
" #

¼ p2s
R2

; (4.1.1)

ks represents the wave-number of the sth mode and ps is the zero of the zero-order

Bessel function of the first kind i.e., J0ðpsÞ � 0. For simplicity sake, it is assumed

that only the first mode, s ¼ 1, is excited and in the absence of the beam the solution

of the electromagnetic wave is given by

k
ð0Þ
1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er
o2

c2
� p21
R2

r
; (4.1.2)
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where R is the radius of the waveguide. The solution of the dispersion relation with

the beam present is further assumed to have the form

k1 ¼ k
ð0Þ
1 þ dk: (4.1.3)

Substituting this relation in (4.1.1), assuming that the beam effect on the

distribution of the electromagnetic field is small on the scale of one wavelength

i.e.,

jdkj � k
ð0Þ
1 ; (4.1.4)

neglecting the beam effect on the wave which propagates anti-parallel to the beam

and finally assuming that

p21
R2

� 2k
ð0Þ
1 jdkj; (4.1.5)

we obtain the following simplified version of the dispersion relation

dkðdk � DkÞ2 ¼ �K3
0 � � 1

2

p1
2

R2

o2
p

erk1v20g3
: (4.1.6)

In this expression K0 is the coupling wave-number and Dk � o=v0 � k
ð0Þ
1

represents the slip between the beam and the electromagnetic wave; this is more

easily observed when dividing Dk by o since

Dk
o

¼ 1

v0
� 1

vph
: (4.1.7)

The dispersion relation in (4.1.1) is a fourth order polynomial whereas (4.1.6) is a

third order polynomial since the effect of the beam on the reflected wave was

neglected. This type of dispersion relation was initially presented by Pierce (1947)

in the context of beam–wave interaction in a helix – and it will be referred to

hereafter as the Pierce’s approach. Soon afterwards, Chu and Jackson (1948)

presented the formulation based on full electromagnetic field analysis. In both

cases, the dynamics of the beam was non-relativistic since the regime of operation

at the time did not require relativistic analysis.

A third order polynomial has explicit analytic solution (see Abramowitz and

Stegun 1968, p. 17). Two of its roots are complex provided that

q � Dk þ 3

41=3
K0> 0; (4.1.8)
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and then the imaginary part of dk is equal to

ImðdkÞ ¼
ffiffiffi
3

p

2
�q3 � 1

4
K3
0 þ ðK0qÞ3=2

� �1=3
�

ffiffiffi
3

p

2
�q3 � 1

4
K3
0 � ðK0qÞ3=2

� �1=3
;

(4.1.9)

which can be readily shown, by assuming that Dk and K0 are independent, to have

its maximum at

Dk � o
1

v0
� 1

vph

� �
¼ 0: (4.1.10)

This is also the resonance condition (see Fig. 4.1) and it can be formulated as

vph ¼ v0; (4.1.11)

indicating that maximum growth rate occurs when the electron beam is synchro-

nous with the wave. At resonance (4.1.6) has three solutions

dk1 ¼ �K0; dk2 ¼ K0

1

2
� j

ffiffiffi
3

p

2

� �
; dk3 ¼ K0

1

2
þ j

ffiffiffi
3

p

2

� �
; (4.1.12)

corresponding to the three waves, which propagate in the forward direction.

The first wave has a constant amplitude and its phase velocity is larger than

v0; the other two waves have a slower phase velocity and their amplitude vary in

space. The third solution corresponds to a wave whose amplitude grows exponen-

tially in space. The maximum spatial growth rate is therefore

ImðdkÞmax ¼
ffiffiffi
3

p

2
K0: (4.1.13)

Further discussion of the interaction between electromagnetic waves and space-

charge waves in slow-wave structures can be found in the early literature e.g.,

Pierce (1950), Slater (1950), Hutter (1960), Chodorow and Susskind (1964), or

more recently in Gilmour (1986). At this point we wish to emphasize the difference

between the operation of a traveling-wave tube in the relativistic and non-relativis-

tic regime (Naqvi et al. 1996). We have emphasized, in the context of

(4.1.9)–(4.1.10), that maximum gain occurs at resonance if we assume that K0

and Dk are independent. But clearly this is not generally the case since both

quantities are velocity dependent as revealed by their definition in (4.1.6)–(4.1.7).

Furthermore, the validity of (4.1.8)–(4.1.9) is limited to the close vicinity of the

expansion point, therefore we should solve (4.1.1) with no additional

approximations. The result is illustrated in Fig. 4.2 for two cases. In one case the
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phase velocity of the wave is bph ¼ 0:3 corresponding to a non-relativistic regime

and in the other, bph ¼ 0:9. In both cases at “resonance” (b ¼ bph) the spatial

growth rate was designed to be the same. We observe that at low velocities the

predictions of the Pierce approach behave as expected but at higher energies the

peak gain occurs at much lower velocity than anticipated by the model. This can

be attributed to the gb dependence of the coupling coefficient (K0). At low energies

the coupling occurs in a relatively narrow range of velocities and as a result, the

change in K0 is small and the peak gain occurs at resonance. At higher energies,

although the gain might have decreased if K0 were constant, it actually increases

because of the increase in K0 due to its 1=gb dependence. For a large deviation from

resonance, the slip will ultimately take over and the gain drops. Now to some

further comments regarding the kinematics of the interaction:

Comment 4.1. From the resonance condition (4.1.11) we conclude that maximum

gain is achieved at a frequency which is related to the geometric and mechanical

parameters by

or ¼ p1v0
R

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erðv0=cÞ2 � 1

q : (4.1.14)

If we assume that at a frequency, o0, there is no longer growth, i.e.,

qðo ¼ o0Þ ¼ 0, and o0 is only slightly apart from the resonance frequency or

(o0 ¼ or þ do and jdoj � or) then we can make a crude estimate of the fre-

quency range in which the ideal system under consideration will amplify. For this

purpose we use the condition for an imaginary solution in (4.1.8) and the definition

of Dk in (4.1.10): we substitute o¼orþdo and k1¼ k
ð0Þ
1 þvgrðo¼orÞdo thus

or þ do
v0

� k
ð0Þ
1 � dovgr þ 3

41=3
K0 ¼ 0: (4.1.15)

We shall define the interaction bandwidth, doi, as equal do:

doi � do ¼ 3

41=3
K0vgr

v0

v0 � vgr
: (4.1.16)
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Fig. 4.2 Imaginary part of

the wavenumber as a function

of the beam velocity in two

different cases. In one the

wave is designed to propagate

at low phase velocity ðbph ¼
0:3Þ and the second at high

phase velocity ðbph ¼ 0:9Þ. In
both cases the gain at

resonance, b ¼ bph, was
designed to be the same

174 4 Models of Beam–Wave Interaction in Slow-Wave Structures



This result indicates that the interaction extends beyond the resonance frequency

ðorÞ in an interval which is linearly proportional to the maximum spatial growth

rate (ImðdkÞmax):

doi¼ 31=221=3
v0

v0 � vgr
vgrImðdkÞmax: (4.1.17)

Furthermore, the closer the group velocity is to the beam velocity, the broader

the interaction. Finally, this quantity is not dependent on the total interaction length.

Comment 4.2. The coupling coefficient K3
0 can now be represented in terms of

quantities that are more familiar. First we define the average current which flows

along the waveguide as I ¼ en0v0pR2. Next we define the cross-section through

which the wave propagates as Sw ¼ pR2. The interaction impedance defined in

(2.3.29) was calculated for the present configuration in (2.3.30), reads

Zint ¼ �0ðp1c=eroRÞ2=ben. With these quantities we can express K3
0 as

K3
0 ¼ 1

2

1

Sw

o
c

eIZint
mc2

1

ðgbÞ3 : (4.1.18)

In the linear regime, the linearity of K3
0 in the interaction impedance is a general

feature whenever the electrons interact with a TM mode and their oscillation is

longitudinal. And so is its dependence on the normalized momentum of the particle,

gb. The last expression can also be formulated in terms of the energy velocity using

(2.3.33) as

K3
0 ¼

1

2

1

Sw

o
c

eI�0
mc2

1

ðgbÞ3
1

eintben
; (4.1.19)

which indicates that the growth rate is inversely proportional to the energy velocity.

Since in most cases of (our) interest this is equal to the group velocity, we observe

that if we substitute in the expression for the interaction bandwidth, the latter still

decreases with the group velocity as doi / vgr
2=3.

Comment 4.3. The entire approach relies on a linearized hydrodynamic approxi-

mation, which implies that the deviation from the initial average energy is small i.e.,

g � jdgj: (4.1.20)

In Sect. 4.3 we adopt the macro-particle approach for description of the electron

dynamics and it will be shown that an individual particle can have energy which is

more than twice the average initial energy. Nevertheless, the average energy

modulation of all particles can still be relatively small – namely the relation in

(4.1.20) still holds.

So far we discussed the kinematics of the interaction, now we focus our attention

onto the dynamics of the interaction. Let us consider a system of length d and assume
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that we know the value of the field at the input i.e., Ezðr; z ¼ 0Þ ¼ E0J0ðp1r=RÞ.
Furthermore, at this location the beam is not modulated yet thus, dvðz ¼ 0Þ ¼ 0 and

dnðz ¼ 0Þ ¼ 0. According to the three modes we found previously (4.1.12) we can

write the solution for Ez as:

Ezðr; z;oÞ ¼ J0 p1
r

R

� �
e�jk

ð0Þ
1

z E1e
�jdk1z þ E2e

�jdk2z þ E3e
�jdk3z

	 

: (4.1.21)

The three conditions above determine three sets of algebraic equations:

E1 þ E2 þ E3 ¼ E0;

E1

o=v0 � k
ð0Þ
1 � dk1

þ E2

o=v0 � k
ð0Þ
1 � dk2

þ E3

o=v0 � k
ð0Þ
1 � dk3

¼ 0;

E1ðkð0Þ1 þ dk1Þ
ðo=v0 � k

ð0Þ
1 � dk1Þ

2
þ E2ðkð0Þ1 þ dk2Þ
ðo=v0 � k

ð0Þ
1 � dk2Þ

2
þ E3ðkð0Þ1 þ dk3Þ
ðo=v0 � k

ð0Þ
1 � dk3Þ

2
¼ 0

(4.1.22)

and in principle, we can now solve for E1;E2 and E3 such that we can determine the

total electromagnetic field at the output (z ¼ d). For the sake of simplicity, we limit

our discussion to the solution near resonance (where according to the Pierce

approach the gain reaches its maximum). The three dk0s are of the same order of

magnitude so we can estimate that jE1j ’ jE2j ’ jE3j ’ E0=3. Therefore, the z
component of the electric field is

Ezðr; z;oÞ ’ E0

3
J0 p1

r

R

� �
e�jk

ð0Þ
1

z e�jdk1z þ e�jdk2z þ e�jdk3z
	 


(4.1.23)

According to the three solutions in (4.1.12) the first dk is always real therefore its
amplitude is constant, the amplitude of the second decays exponentially, and the

third grows in space. The local gain is the ratio between the local amplitude and the

amplitude at the input is

GðzÞ � jEðzÞj
jEð0Þj

¼ 1

3
e�jdk1z þ e�jdk2z þ e�jdk3z
�� ��

¼ 1

3
e3jK0z=2 þ e�

ffiffi
3

p
K0z=2 þ e

ffiffi
3

p
K0z=2

��� ���: (4.1.24)

The expression in (4.1.24) is illustrated in Fig. 4.3 where we present GðzÞ in dB

for several values of K0d. Although one of the solutions grows exponentially in the
first part of the interaction region, the local gain is zero – this effect is referred to in

literature as spatial lethargy since it takes some space for the exponentially growing
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wave to become dominant. We can estimate this lethargy length dL by determining

the location where the amplitude of the first and third waves combined, reach the

value at the input i.e., j expð3jK0dL=2Þ þ expð ffiffiffi
3

p
K0dL=2Þj=3 ¼ 1. This equation

can be solved numerically and the result is

dL ¼ 1:412

K0

; (4.1.25)

the second wave decays exponentially therefore it is neglected in this calculation.

We shall further discuss this effect in the context of the macro-particle approach in

Sect. 4.3. At the end of the interaction region we can also neglect the mode which

has a constant amplitude (assuming that the gain is large enough) and the total gain

(at z ¼ d) is defined as

gaindB ¼ 20 log10
1

3
e
ffiffi
3

p
K0d=2

� �
: (4.1.26)

The total gain and the lethargy length are related by

dL
d

¼ 1:412
ffiffiffi
3

p

2
ln�1 3� 10gainðdBÞ=20

h i
: (4.1.27)

The effect is evident in Fig. 4.3 and using the relations above we found for K0d ¼ 3

the lethargy length is 0.47 d while the gain is 13 dB. For twice this growth

(K0d ¼ 6) the lethargy length is 0.23 d and the gain is 35 dB.

4.1.2 Partially Filled Waveguide

Although in the previous model, the beam and the dielectric were occupying the

entire space of the waveguide, has its tutorial merit, it is impractical concerning the

generation of radiation. In general no beam-dielectric overlap is permitted namely,

there has to be a significant distance between the electron beam and the structure

that slows down the wave. In this sub-section, we consider the interaction between
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a beam of radius Rb and a wave which propagates in a waveguide partially filled

with dielectric material (er). The dielectric occupies the region between Rd< r<R
where R is the radius of the waveguide and Rd>Rb – see Fig. 4.4. The system is

semi-infinitely long, thus no reflections occur.

As a first stage, we consider the electromagnetic problem in the absence of

the electrons. A TM01 mode is assumed to propagate along the waveguide and it

is described by the z component of the magnetic vector potential, which in the

vacuum gap (0 < r < Rd) reads:

Azðr; z;oÞ ¼ A0I0ðGrÞe�jkz; (4.1.28)

where G2 ¼ k2 � ðo=cÞ2. In the dielectric material (Rd < r < R) the magnetic

vector potential is given by

Azðr; z;oÞ ¼ B0T0ðkrÞe�jkz; (4.1.29)

where k2 ¼ erðo=cÞ2 � k2, I0ðxÞ is the zero order modified Bessel function of the

first kind and

T0ðkrÞ � J0ðkrÞY0ðkRÞ � Y0ðkrÞJ0ðkRÞ: (4.1.30)

The electromagnetic field in the vacuum gap is

Hfðr; z;oÞ ¼ �A0

1

m0
GI1ðGrÞe�jkz;

Erðr; z;oÞ ¼ �A0

c2k

o
GI1ðGrÞe�jkz;

Ezðr; z;oÞ ¼ �A0

c2

jo
G2I0ðGrÞe�jkz (4.1.31)

In a similar way, in the dielectric material,

Hfðr; z;oÞ ¼ B0

1

m0
kT1ðkrÞe�jkz;

Erðr; z;oÞ ¼ B0

c2k

oer
kT1ðkrÞe�jkz;

Ezðr; z;oÞ ¼ B0

c2

joer
k2T0ðkrÞe�jkz; (4.1.32)
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Fig. 4.4 A dielectric loaded

waveguide. The radius of the

guide is denoted by R. Rd and

Rb stand for the dielectric

inner radius and beam’s

radius, respectively
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where

T1ðkrÞ � J1ðkrÞY0ðkRÞ � Y1ðkrÞJ0ðkRÞ: (4.1.33)

In order to determine the wave-number k we now impose the boundary

conditions at r ¼ Rd: the continuity of Hf implies

� A0GI1ðGRdÞ ¼ B0kT1ðkRdÞ; (4.1.34)

whereas the continuity of Ez results in

� A0G2I0ðGRdÞ ¼ B0

1

er
k2T0ðkRdÞ: (4.1.35)

From these two equations the dispersion relation of the passive (subscript pa)

device reads

Dpaðo; kÞ � erI0ðydÞT1ðwdÞ �
wd
yd

I1ðydÞT0ðwdÞ ¼ 0; (4.1.36)

where yd ¼ GRd and wd ¼ kRd. Figure 4.5 illustrates a solution of this dispersion

relation [line (a)]. For comparison, two other dispersion relations are plotted: curve

(b) represents the empty waveguide, whereas curve (c) corresponds to a waveguide
filled with the same dielectric. From the dispersion relation we observe that at low

frequencies (long wavelength) the mode behaves as if no dielectric exists. At high

frequencies, the dielectric slab primarily confines the mode.

Next we consider the effect of the electron beam on the propagating waves.

In this case, the magnetic vector potential in the beam region 0 < r < Rb is given

by

Azðr; z;oÞ ¼ A0I0ðLrÞe�jkz;

L2 ¼ G2 1� o2
p

g3ðo� v0kÞ2
" #

;
(4.1.37)

with the plasma frequency, op, defined in (3.4.18). Accordingly, the electromag-

netic field reads
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20Fig. 4.5 (a) Solution of the

dispersion relation in (4.1.36).

(b) represents the empty

waveguide, whereas (c)

corresponds to a waveguide

filled with dielectric. The

upper dashed line represents

the dispersion of a TEMmode

in vacuum whereas the lower

one represents the same mode

in the dielectric medium
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Hfðr; z;oÞ ¼ �A0

1

m0
LI1ðLrÞe�jkz;

Erðr; z;oÞ ¼ �A0

c2k

o
LI1ðLrÞe�jkz;

Ezðr; z;oÞ ¼ �A0

c2

jo
G2I0ðLrÞe�jkz: (4.1.38)

In the vacuum gap between the beam and the dielectric (Rb < r< Rd) the

potential is

Azðr; z;oÞ ¼ ½B0I0ðGrÞ þ C0K0ðGrÞ�e�jkz; (4.1.39)

while the electromagnetic field is

Hfðr; z;oÞ ¼ �1

m0
G½B0I1ðGrÞ � C0K1ðGrÞ�e�jkz;

Erðr; z;oÞ ¼ � c2k

o
G½B0I1ðGrÞ � C0K1ðGrÞ�e�jkz;

Ezðr; z;oÞ ¼ � c2

jo
G2½B0I0ðGrÞ þ C0K0ðGrÞ�e�jkz: (4.1.40)

In the dielectric the expression is similar to (4.1.29):

Azðr; z;oÞ ¼ D0T0ðkrÞe�jkz; (4.1.41)

and the electromagnetic field

Hfðr; z;oÞ ¼ D0

1

m0
kT1ðkrÞe�jkz;

Erðr; z;oÞ ¼ D0

c2k

oer
kT1ðkrÞe�jkz;

Ezðr; z;oÞ ¼ D0

c2

joer
k2T0ðkrÞe�jkz: (4.1.42)

In order to determine the dispersion relation we now impose the boundary

conditions at r ¼ Rb and r ¼ Rd. Continuity of Hf implies at r ¼ Rb:

A0LI1ðLRbÞ ¼ G½B0I1ðGRbÞ � C0K1ðGRbÞ�; (4.1.43)

while at r ¼ Rd:

� G½B0I1ðGRdÞ � C0K1ðGRdÞ� ¼ D0kT1ðkRdÞ: (4.1.44)
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Similarly the continuity of the longitudinal component of the electric field (Ez)

implies at r ¼ Rb:

A0ð�G2ÞI0ðLRbÞ ¼ ð�G2Þ½B0I0ðGRbÞ þ C0K0ðGRbÞ�; (4.1.45)

and at r ¼ Rd:

ð�G2Þ½B0I0ðGRdÞ þ C0K0ðGRdÞ� ¼ D0

1

er
k2T0ðkRdÞ: (4.1.46)

These are four homogeneous equations and the non-trivial solution is determined

from the condition that the determinant of the corresponding matrix is zero. Thus

the dispersion equation of the active (subscript act) system is

Dactðo; kÞ � Dpaðo; kÞ þ Dbeamðo; kÞ ¼ 0: (4.1.47)

The first term is the dispersion relation of the passive system and the second (Dbeam)

represents the beam effect:

Dbeamðo; kÞ ¼ GI1ðGRbÞI0ðLRbÞ � LI0ðGRbÞI1ðLRbÞ
GK1ðGRbÞI0ðLRbÞ þ LK0ðGRbÞI1ðLRbÞ
� erK0ðydÞT1ðwdÞ þ

wd
yd
K1ðydÞT0ðwdÞ

� �
: (4.1.48)

The solution of the dispersion relation in the beam absence is denoted by kð0ÞðoÞ
and the effect of the beam will be represented by a deviation, dk, from this value

namely, k ¼ kð0Þ þ dk. If we now expand the first term in (4.1.47) around kð0Þ,
we find

Dpaðo; kð0ÞÞ þ dk
@Dpaðo; kÞ

@k

� �
k¼kð0Þ

¼ dk
@Dpaðo; kÞ

@k

� �
k¼kð0Þ

; (4.1.49)

since by the definition of kð0Þ, the dispersion function Dpaðo; kð0ÞÞ is identically

zero. Regarding the second term in the dispersion relation of the active system

(4.1.47), we can readily check that forop ¼ 0 the beam termDbeam is zero. We shall

consider only the correction of the first order in the term o2
p=ðo� v0kÞ2g3, there-

fore we can neglect the beam effect in the denominator of Dbeam which after a first

order Taylor expansion implies

Dbeamðo; kð0ÞÞ ’
o2

p

2g3ðo� v0kÞ2
y2b I20ðybÞ � I21ðybÞ
�  wd

y2d

T0ðwdÞ
I0ðydÞ

" #
k¼kð0Þ

: (4.1.50)

In the process of evaluating this expression the following relation was used

I0ðxÞK1ðxÞ þ I1ðxÞK0ðxÞ ¼ 1=x and yb ¼ GRb. Equations (4.1.49)–(4.1.50) can be
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substituted in the active dispersion relation (4.1.47) and the result written in an

identical form as (4.1.6). The beam–wave coupling is determined by

K3
0 ¼ 1

2

eI�0
mc2

1

ðgbÞ3
1

pR2
I20ðybÞ � I21ðybÞ
	 


k¼kð0Þ

� R

Rd

� �2 wdT0ðwdÞ
I0ðydÞ

@Dpa

@k

� ��1
" #

k¼kð0Þ

: (4.1.51)

The effect of the radius in the case of a pencil beam is revealed since the

coupling coefficient K3
0 is

K3
0ðRbÞ ¼ K3

0ð0Þ½I20ðybÞ � I21ðybÞ�k¼kð0Þ : (4.1.52)

The modified Bessel function of the first kind is a monotonic function thus for

Rb ! 0 the coupling coefficient K3
0 has its minimum and grows with increasing

beam radius. This fact can be readily understood bearing in mind that the slow

wave, which interacts with the electrons, decays exponentially from the dielectric

surface inward. The larger the radius of the beam, the stronger the electric field it

encounters, therefore the coupling is stronger. Walsh (1987) presented further

discussion on the interaction in a dielectric loaded waveguide.

4.2 Finite Length Effects

All the examples of beam–wave interaction presented so far, such as resistive wall

instability – Sect. 3.5.3, two-beam instability – Sect. 3.5.4 and traveling-wave

interaction in the last two sub-sections, disregard the possibility of reflections

from the output end. In practice, there are several causes for reflections to occur

(1) the characteristic impedance of an electromagnetic wave in the interaction

region differs from the impedance of the input and output waveguides. (2) Even

if at a given frequency this impedance mismatch can be tuned, at other frequencies,

reflections may dominate and control the interaction process. (3) In any interaction

scheme eventually, the electromagnetic energy has to be decoupled from the beam.

This decoupling process is always associated with some kind of discontinuity,

therefore in this regard, reflections are an inherent part of the interaction.

In order to illustrate the effect of reflections, we first consider the extreme where

the interaction is dominated by reflections, which is the case in an oscillator. It is
shown that in zero order, the amplitude of the electromagnetic field in an oscillator

is constant in space but varies in time whereas in an amplifier, it is constant in time

but it varies in space. The oscillator analysis is followed by an investigation of the

effect of reflections on an amplifier and the section concludes with some remarks on

the interaction in an extended slow-wave cavity.
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4.2.1 Oscillator

The simplest configuration we can conceive for an oscillator is a section of an

amplifier with two reflecting mirrors at the two ends. There are two major

differences between an amplifier and an oscillator (1) in an amplifier, the frequency

is set externally whereas the wave-number is determined by the waveguide and the

interaction. Consequently, (2) the amplitude of the wave varies in space but at a

given location it is constant in time. The opposite holds for an oscillator; the wave-

number is set by the cavity (mirrors) and the frequency is determined internally by

both cavity and interaction. The amplitude is constant in space (at a given moment)

and it varies in time. Therefore, if we assume that the distance between the two

mirrors is d, then from the condition that Erðr; z ¼ 0; dÞ ¼ 0 we conclude that

k ¼ n
p
d
; (4.2.1)

where v is an integer which labels each longitudinal mode. In the remainder, we

assume that the interaction is only with one of these modes (n ¼ 1). In the beam

absence the resonant frequency is

or ¼ cffiffiffiffi
er

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p12

R2
þ p2

d2

r
; (4.2.2)

and the beam introduces a small deviation do ¼ o� or which is a solution of the

following dispersion relation

doðdo� DoÞ2 ¼ O3
0 �

1

2

p1c

R

� �2 o2
p

ore2r g3
; (4.2.3)

where similarly to the amplifier case O0 is the coupling frequency and

Do ¼ v0p=d � or is the slip. The main difference here is that in contrast to

(4.1.6) the right-hand side is positive thus the same analysis of the third order

polynomial can be applied for (4.2.3). We shall not repeat it but rather present the

important results. The maximum temporal growth rate occurs at resonance and it is

given by

do1 ¼ O0; do2 ¼ � 1

2
O0ð1� j

ffiffiffi
3

p
Þ; do3 ¼ � 1

2
O0ð1þ j

ffiffiffi
3

p
Þ: (4.2.4)

The first solution corresponds to a wave whose phase velocity is larger than the

average velocity of the electrons (v0). The other two have phase velocities smaller

than v0. The second solution represents a wave that is decaying in time whereas the

third grows.

Comparing the dispersion relation for the amplifier (4.1.6) with the dispersion

relation for the oscillator (4.2.3) we find that the relation between O0 and K0 is
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given by O3
0 ¼ K3

0vgrv
2
0, which implies that the connection between the maximum

temporal growth rate [ImðdoÞmax� in an oscillator and the maximum spatial growth
rate in an amplifier [ImðdkÞmax� is

ImðdoÞmax

ImðdkÞmax

1

c
¼ bgrb

2
� 1=3

: (4.2.5)

As in the amplifier case, we can define the temporal lethargy as the period

of time, tL, during which the electromagnetic energy in the oscillator starts to

grow exponentially relative to the situation before the beam was launched (here

we have assumed that initially the cavity was filled with electromagnetic

energy):

tL ¼ 1:412

O0

: (4.2.6)

If we consider a system which is characterized by K0d ¼ 4, d ¼ 20 cm, b ¼ 0:9
and bgr ¼ 0:2 then the temporal lethargy is 0.4 ns, therefore on the scale of a pulse

of hundreds of nanoseconds this is negligible. However, for K0d ¼ 0:04 and

assuming that all other parameters remain the same, the temporal lethargy is

40 ns which is significant.

In most cases of interest, the cavity is not initially filled with electromagnetic

energy and the mirrors/walls are not ideal reflectors. As a result, the electromag-

netic signal has to build up from noise and at the same time overcome ohm,

dielectric or radiation loss through extraction ports/mirrors. All the combined

loss mechanisms cause a decay in the electromagnetic field which, in zero order

can be assumed to be proportional to the total amount of energy stored at a given

time i.e.,

d

dt
W þ 2

tloss
W ¼ 0: (4.2.7)

On the other hand, in Sect. 2.5.3 it was shown that a single particle excites a

variety of electromagnetic waves in a cavity. When a uniform distribution of

particles is injected into a cavity, waves of different frequencies and phases are

generated and absorbed in the same time. This is noise induced by the beam in

the cavity. For a coherent signal to develop from noise it is necessary that the

beam–wave interaction exceed some threshold which can be expressed in terms

of the injected current. This amount is determined from the condition that the

growth due to the interaction at least cancels the decay due to loss mechanisms

i.e.,

e
ffiffi
3

p
O0t=2e�t=tloss � 1: (4.2.8)
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Using this expression we can explicitly write for the threshold current

Ith ¼ 16

3
ffiffiffi
3

p mc2

e�0

Sw

ðctlossÞ2
g3b

ortloss
eint

¼ 3:08Ieg3b
Sw

ðctlossÞ2ðortlossÞ
eint: (4.2.9)

Note that this current is proportional to the dielectric coefficient of the interaction

and it scales as g3.

4.2.2 Gain and Bandwidth Considerations

In the previous sub-section we examined the dramatic change in the characteristics

of the beam–wave interaction as reflections are deliberately introduced causing

temporal rather than spatial growth. Based on the (pure) electromagnetic analysis

presented in Chap. 2 the assumption of zero reflections in an amplifier is not

justified in general since the wavelengths of the electromagnetic wave (and thus

the characteristic impedance) in the interaction region and the extraction region are

different. If discontinuities in the characteristic impedance occur they generate

reflected waves. The reflected waves interfere (constructively or destructively)

with the incoming waves to generate transmission patterns that were discussed in

Sect. 2.5.1. According to this picture, there are frequency ranges for which the

transmission coefficient has a maximum or minimum. When the beam is present,

the situation is somewhat more complex since, in addition to the regular electro-

magnetic modes that can propagate, there are also space-charge waves which carry

energy. However, in the case of a sufficiently long system such that at the output

end the exponentially growing mode is dominant we can still assume only two

waves bouncing between the input and output ends.

The starting point is similar to what was presented in Sect. 2.5.1: consider a

waveguide of radius R is filled with a dielectric material according to

erðzÞ ¼
1 �1 < z < 0;
er 0 < z < d;
1 d < z < 1:

8<
: (4.2.10)

A wave is launched from z ! �1 toward the discontinuity at z ¼ 0 and for sake

of simplicity we assume that this wave is composed of a single mode (TM01 i.e.,

s ¼ 1). The z component of the magnetic vector potential in the first region

(�1 < z <0) is given by

Azðr;�1< z< 0;oÞ ¼ J0 p1
r

R

� �
½Aine

�jk1z þ Arefe
jk1z�; (4.2.11)
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where Ain is the amplitude of the incoming wave and Aref represents the amplitude

of the reflected wave because of the discontinuity; k1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðo=cÞ2 � ðp1=RÞ2

q
.

Between the two discontinuities at z ¼ 0 and z ¼ d the solution has a similar form

Azðr; 0 < z < d;oÞ ¼ J0 p1
r

R

� �
½Ae�jKz þ Bejk2z�; (4.2.12)

where k2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erðo=cÞ2 � ðp1=RÞ2

q
. The term Ae�jKz is an “effective” wave which

represents all three modes we discussed in Sect. 4.1. Finally, in the third region

there is no reflected wave thus

Azðr; d < z < 1; oÞ ¼ J0 p1
r

R

� �
Atre

�jk1ðz�dÞ: (4.2.13)

The four, as yet unknown, amplitudes Aref , Atr, A and B are determined by

imposing the boundary conditions at z ¼ 0; d:

Z1½Ain � Aref � ¼ Z2½A� B�; (4.2.14)

Ain þ Aref ¼ Aþ B; (4.2.15)

Z2½Ae�j�cþ � Bej
�c� � ¼ Z1Atr (4.2.16)

and

Ae�j�cþ þ Bej
�c� ¼ Atr: (4.2.17)

In these expressions, the following definitions were used:

Z1 � �0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� p1

oR

� �2r
; Z2 � �0

1

er

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � p1

oR

� �2r
; (4.2.18)

�cþ � Kd represents the phase and amplitude variation of the effective wave as it

propagates from z ¼ 0 to d; �c� ¼ k2d represents the phase shift of the backward

wave. Note that the effect of the beam was neglected in the impedance terms.

The transmission coefficient is defined as t ¼ Atr=Ain and is given by

t ¼ 4Z1Z2e
�jð�cþ��c�Þ

ej
�c�ðZ1 þ Z2Þ2 � e�j�cþðZ1 � Z2Þ2

: (4.2.19)

Before we consider the beam effect on the transmission coefficient let us

examine the passive device namely when no beam is present. The wave-numbers
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in this case are the same �cþ ¼ �c� ¼ �c ¼ k2d and the transmission coefficient

reads

t ¼ 4Z1Z2

ej
�cðZ1 þ Z2Þ2 � e�j�cðZ1 � Z2Þ2

: (4.2.20)

The peaks of the transmission coefficient occur when 2k
ð0Þ
2 d ¼ 2np and the

valleys at 2k2d ¼ np. According to the first relation, the “distance” (Dk2) between
two peaks is ðDk2Þd ¼ p. Using the definition of the group velocity, vgr in (2.3.24),

the “distance” Df , between two peaks is approximately given by

Dfð Þpa ’
vgr

2d
: (4.2.21)

The subscript pa indicates that this is the bandwidth of a passive device. In

general, the bandwidth of a given peak is the difference between the two

frequencies for which the transmission coefficient is half (�3 dB) of its peak

value. Since there are cases where the total height of the peak is less than 3 dB,

we define in this case the bandwidth as the distance between two peaks (or two

bottom points). If the impedance mismatch is much larger and the difference

between the peak and bottom values is much larger then the bandwidth is explicitly

dependent on both impedances. At least in what concerns the operation of a

traveling-wave tube the trend is to work with minimum reflections, therefore the

definition in (4.2.21) is sufficient for our purpose.

Our next step is to calculate the bandwidth of an active device. For this purpose
we direct our attention back to the expression for the transmission coefficient in

(4.2.19). It was mentioned above that the effect of the beam is effectively

represented by e�j�cþ . This is the ratio between the amplitude of the wave at the

output and input. According to the simplified interaction model we developed in

Sect. 4.1 we can represent this ratio as

e�j�cþ ’ 1

3
e�jðk2þdk3Þd; (4.2.22)

where dk3 is that solution of (4.1.6) which has a positive imaginary part as presented

in (4.1.12) for the resonance case. In this expression, we tacitly assumed that this

growing wave is dominant.

In this effective representation, we have two contributions: one is the real part of

the wave-number and the other is its imaginary part. We consider first the effect of

the real part. We already indicated that, without electrons, the peaks in the

transmission coefficient are separated by 2k2d ¼ 2p (n ¼ 0;	1; . . . ). In a similar

way when the beam is injected they occur at ½2k2 þ Reðdk3Þ�d ¼ 2pn. Conse-
quently, the frequency shift, df , in the location of the peak due to the interaction is

df ’ � 1

4p
vgrReðdk3Þ; (4.2.23)
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The maximum frequency shift is expected to occur at maximum gain, namely at

resonance hence:

dfmax ’ � 1

4p
ffiffiffi
3

p vgrImðdk3Þ: (4.2.24)

As an example, consider coupling coefficient K0 ¼ 30m�1 and group velocity

of 0.5 c; the anticipated frequency shift is 180 MHz. For a group velocity ten

times smaller the frequency shift drops to 18 MHz. Here it is important to

emphasize two aspects (1) The effect of the beam on the reflection process at

the end of the extended cavity was ignored. This is not always justified since the

capacitive effects at the ends may become significant and consequently the

impedances, which we assumed to be virtually frequency independent, may

vary significantly causing an additional frequency shift. (2) When we mention

here “frequency shift” what is meant is that the frequency where maximum gain

occurs, shifts from one frequency to another but the system operates all along in

a linear regime, namely the frequency at the output is identical with that at

the input and only the frequency where maximum transmission occurs, varies

because of the interaction.

Next we examine the effect of the imaginary part of the wave-number on the

transmission coefficient. The transmission coefficient near the peak and close to

resonance is given by

jtj ’ 4Z1Z2e
ffiffi
3

p
K0d=2

ðZ1 þ Z2Þ2 � ðZ2 � Z1Þ2e
ffiffi
3

p
K0d=2

; (4.2.25)

where K0 has been defined in (4.1.6). In the relatively close vicinity of a peak,

we may approximate the transmission coefficient for the case when no beam is

present by:

jtpaj ’ f1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð f � f0Þ2 þ f 21

q ; (4.2.26)

where f0 is the frequency where the peak is located and, 2
ffiffiffi
3

p
f1 is the bandwidth of

the peak which according to the definition in (4.2.21) equals ð2 ffiffiffi
3

p
f1 ¼Þvgr=2d.

When the beam is present, the wave is amplified by a gain factor, gð f Þ which at

resonance reads gð f0Þ ’ 1
3
e
ffiffi
3

p
K0d=2. By analogy with the expression in (4.2.25) we

can write the transmission coefficient for an active system as

jtactj ’ f1gð f Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð f � f0 � dfmaxÞ2g2ð f Þ þ f 21

q : (4.2.27)
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The bandwidth is the difference between the two frequencies at which jtactj
reaches 1/2 of its peak value. Ignoring the frequency shift, these two frequencies are

a solution of

ð f � f0Þ2 ¼ 4f 21 g
�2ðf0Þ � f 21 g

�2ðf Þ: (4.2.28)

Next we assume that the interaction bandwidth [see (4.1.17)] is much broader

than f1, therefore the right-hand side in the last expression can be approximated

with 3f 21 g
�2ð f0Þ. This result indicates that the bandwidth of an active (and

high gain) system ðDf Þact is related to the gain and passive device bandwidth,

ðDf Þpa, by

ðDf Þact ¼
ðDf Þpa
gðf0Þ ; (4.2.29)

or

ðDf Þact ¼ ðDf Þpa10�
gain½dB�

20 : (4.2.30)

This result indicates that the product bandwidth� gain is constant. For example, a

gain of 25 dB in a system whose passive bandwidth is 200 MHz causes the

bandwidth of the active device to be 11 MHz.

4.2.3 Interaction in an Extended Cavity

If we examine the condition for the occurrence of the peaks in the last section and

the resonance condition for cavity creation (see Sect. 4.2.1) – we find that the two

are identical. In fact, we have indicated in Sect. 2.5.1 that the denominator of the

transmission coefficient determines the resonance frequencies of the system.

Whether these frequencies are real or imaginary depends on whether electromag-

netic energy can leave the system either as a propagating wave (Davis et al. 1994)

or via a dissipative (Ohm loss). An additional insight on the nature of the process

can be achieved if the transmission coefficient of a system with two discontinuities

(three characteristic impedances – see Fig. 2.9 in Sect. 2.5.1) is represented in terms

of the local reflection and transmission coefficients. For this purpose let us define

the transmission coefficient from the first region (�1< z< 0) to the second

( 0< z< d) by t12 as

t12 ¼ 2Z1
Z1 þ Z2

; (4.2.31)
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where Z1 and Z2 are the characteristic impedances in each one of the regions. The

reflection from the first region when a wave impinges from the second region is

denoted by r21 and is given by

r21 ¼
Z2 � Z1
Z1 þ Z2

; (4.2.32)

and correspondingly the wave reflected from the third section when the wave

impinges from the second is

r23 ¼
Z2 � Z3
Z3 þ Z2

; (4.2.33)

in a similar way, the wave which is transmitted into the third section in this case is

t23 ¼ 2Z2
Z3 þ Z2

: (4.2.34)

Using this notation in addition to the phase and amplitude advance as described

in the previous sub-section (e�j�cþ and e j�c�), we find for the transmission coefficient

of the active system (4.2.19) the following expression

tact ¼ t12
e�j�cþ

1� r21r23e�j�cþe�j�c�
t23: (4.2.35)

Using this notation, we can now emphasize several aspects of the finite length

effect:

Comment 4.4. The transmission coefficient of the active system depends on the

ability to couple the power into the system (t12), the gain and the reflection process
in the interaction region (the middle term) and on the ability to extract the power out

of the system (t23)

Comment 4.5. The middle term denominator includes all the information about

the effect of reflections on the interaction process and in addition, it provides

us with a criterion regarding transition to oscillation. As in the case of the empty

cavity the eigen-frequencies of the system are determined by the zeros of the

denominator i.e.,

1� r21r23e
�j�cþe�j�c� ¼ 0: (4.2.36)

From this expression we conclude that the necessary condition for oscillation is

gðf Þjr23jjr21j � 1: (4.2.37)

The physical interpretation of this expression is the following: consider a wave

of an amplitude 1 at the input end of the interaction region. As it traverses the

system the wave is amplified according to the gain in the system, gðf Þ. At the output
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end it is partially reflected (jr23j) and it undergoes an additional reflection (jr21j) at
the input. If the amplitude after this last reflection is larger than unity the amplitude

will continue to grow in time after each round trip thus the system will oscillate.

In order to envision the effect let us consider two systems (1) jr23j ¼ jr21j ¼ 0:1,
for which case the maximum gain before oscillation occurs is 20j log10
ð0:1� 0:1Þj ¼ 40 dB. (2) The other case of interest represents a situation in

which one end (typically the input) is effectively short circuited thus jr21j ¼ 1:0
and the second has a reasonably good transition such that the effective reflection

coefficient is jr23j ¼ 0:05; the maximum gain before oscillation in this case is

20j log10 ð0:05� 1:0Þj ¼ 26 dB:

Comment 4.6. If the system does not operate in a regime which is close to

oscillation, it is possible to write the transmission coefficient of the active system,

in the following form:

tact ¼ t12e�j�cþ
X1
n¼0

r21r23e
�j�cþe�j�c�

� �n" #
t23

¼ t12e�j�cþ 1þ r21r23e
�j�cþe�j�c� þ r21r23e

�j�cþe�j�c�
� �2


 
 

� �

t23 (4.2.38)

In the framework of this notation, it is tacitly assumed that the electron pulse is

infinitely long and there are an infinite number of reflections (as the number of

terms in the sum). This is obviously not the case in practice and only a limited

number of terms has to be considered according to the pulse length and the time it

takes the signal to complete one round trip.

Comment 4.7. If there are fluctuations in the current or voltage the expression in

(4.2.38) is more adequate for generalization purposes than (4.2.25). Let us denote

the total round trip amplitude and phase shift by �R ¼ r21r23e
�j�cþe�j�c� ; using this

notation, the transmission coefficient of the active system reads

tact ¼ t12e�j�cþ 1þ �Rþ �R
2 þ �R

3 
 
 

h i

t23: (4.2.39)

If the current varies along the pulse, then �RðIÞ is a function of the current and the
natural generalization will be

tact ¼ t12e�j�cþ ½1þ �RðI1Þ þ �RðI1Þ �RðI2Þ þ �RðI1Þ �RðI2Þ �RðI3Þ 
 
 
�t23; (4.2.40)

where In indicates the average current in the course of the vth reflection. We shall

return to this subject when we discuss the generalized formulation of an amplifier

and an oscillator.

4.2.4 Backward-Wave Oscillator

In the type of structures on which we have based our model so far the wave and the

energy, it carries flow both in the same direction. Therefore, if the input of an
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amplifier is at z ¼ 0 and the beam flows in the positive direction, then power is

converted from the beam to the wave. Consequently, comparing the power at a

location d far enough from the input we will find that Pðz ¼ dÞ>Pðz ¼ 0Þ: Further-
more, the wave at z ¼ 0 does not “know” that it is going to be amplified since there

is no reflected wave or in other words, there is no feedback to provide this

information. On the other hand, in an oscillator, the mirrors at both ends together

with the structure itself provide a feedback that causes the amplitude at the input to

follow the amplitude at the output such that approximately the amplitude of the

wave is constant in space.

Imagine now a situation in which the wave propagates in the positive direction,

but the energy flows in the opposite direction – this is exactly the case in periodic

structures that will be discussed in the next chapter. The information regarding the

interaction is carried by the wave opposite to the beam and in fact the input and the

output trade places: the input in such a case is at z ¼ d and the output is at z ¼ 0. In

order to quantify our statements we start from the expression for the interaction

wave-number as presented in (4.1.19) and since it was assumed that the energy

velocity and the phase velocity are parallel we can now consider a situation in

which ben is negative and so is K3
0 . As a result we get, instead of (4.1.6),

dkðdk � DkÞ2 ¼ K3
0 ; (4.2.41)

where the only difference is that the right-hand side is positive (as in the oscillator).

The solution at resonance is different and it reads

dk1 ¼ K0; dk2 ¼ �K0

1

2
� j

ffiffiffi
3

p

2

� �
; dk3 ¼ �K0

1

2
þ j

ffiffiffi
3

p

2

� �
: (4.2.42)

As in the traveling-wave amplifier the wave propagates in the forward direction,

therefore similar to (4.1.21), we can write

Ezðr; z;oÞ ¼ J0 p1
r

R

� �
e�jk

ð0Þ
1
ðz�dÞ

� E1e
�jdk1ðz�dÞ þ E2e

�jdk2ðz�dÞ þ E3e
�jdk3ðz�dÞ

h i
:

(4.2.43)

Since at the input (z ¼ d) the beam is assumed to be uniform (not bunched) and the

initial amplitude is E0, the boundary conditions imply

E1 þ E2 þ E3 ¼ E0;

E1

o=v0 � k
ð0Þ
1 � dk1

þ E2

o=v0 � k
ð0Þ
1 � dk2

þ E3

o=v0 � k
ð0Þ
1 � dk3

¼ 0;

E1ðkð0Þ1 þ dk1Þ
ðo=v0 � k

ð0Þ
1 � dk1Þ

2
þ E2ðkð0Þ1 þ dk2Þ
ðo=v0 � k

ð0Þ
1 � dk2Þ

2
þ E3ðkð0Þ1 þ dk3Þ
ðo=v0 � k

ð0Þ
1 � dk3Þ

2
¼ 0;

(4.2.44)
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as in the traveling-wave tube case these three equations determine the amplitudes

E1;E2 and E3. At the output, the third solution is dominant; thus the gain is given by

G � jEð0Þj
jEðdÞj ’

1

3
e
ffiffi
3

p
K0d=2: (4.2.45)

Although the right-hand side is identical to the traveling-wave amplifier result,

the fact that in this case the feedback is inherent in the interaction process and is not

dependent on load impedance, makes the backward device substantially less sensi-

tive to the load. Furthermore, Carmel et al. (1989) has shown experimentally that

the presence of a stationary background plasma (gas) can improve substantially the

efficiency of the system. In fact, several years before that, Carmel and Nation

(1973) had shown that high power microwave radiation can be generated by a

backward-wave oscillator driven by a relativistic, high current, electron beam.

4.3 Macro-particle Approach

The hydrodynamic approximation is adequate for the description of the interaction

in the linear regime when we wish to consider the variation in the average dynamic

variables – density and velocity fields. As we approach saturation, the spread in the

velocity and density field becomes significant and the validity of the hydrodynamic

approximation becomes questionable. In order to solve the problem we have to

adopt a more fundamental approach, which is based on the solution of the single-

particle equation of motion.

There are at least three ways to develop the simplified set of equations, which

describes the interaction between electrons and an electromagnetic wave. All three

have the one particle equation of motion in common and assume that the basic form

of the solution of the electromagnetic field is preserved. The three methods differ in

the way the equation that describes the amplitude and the phase of the electromag-

netic field is developed. One possibility is to start from the non-homogeneous wave

equation for the magnetic vector potential, the second method is to start from the

wave equation for Ez and in the third method, the starting point is Poynting’s

theorem. Throughout this text we use either the first (Chap. 6) or the third. It is

the latter that will be used in this section.

4.3.1 Simplified Set of Equations

The starting point is Poynting’s theorem:

r 
 Sþ @

@t
W ¼ �J 
 E: (4.3.1)
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Assuming that the walls of the system are made of an ideal metal, then all the

power flux flows in the z direction thus we can integrate over the cross-section (pR2)

of the system:

@

@z
2p
ðR
0

drrSzðr; z; tÞ þ @

@t
2p
ðR
0

drrWðr; z; tÞ ¼ �2p
ðR
0

drrJzðr; z; tÞEzðr; z; tÞ:
(4.3.2)

We assume that a very strong magnetic field confines the electron motion to the

z direction therefore, the only non-zero component of the current density is longi-

tudinal. Furthermore, the system is assumed to operate in the linear regime and it

oscillates at a single frequency o. For the present purposes we average out over one
period of the wave T ¼ 2p=o and if we assume that there is no reflected wave and

consequently, there is no change in the electromagnetic energy stored in the system,

then (4.3.2) reads

d

dz
2p
ðR
0

drr
1

T

ðT
0

dtSzðr;z; tÞ
� �

¼�2p
ðR
0

drr
1

T

ðT
0

dtJzðr;z; tÞEzðr;z; tÞ (4.3.3)

The first term is the total average power that propagates along the system:

PðzÞ ¼ 2p
ðR
0

drr
1

T

ðT
0

dtSzðr; z; tÞ; (4.3.4)

and according to the definition of the interaction impedance for a very thin pencil

beam it is given by

PðzÞ ¼ pR2

Zint

1

T

ðT
0

dtE2
z ðRb; z; tÞ: (4.3.5)

The factor two difference between this equation and (2.3.29) is due to the fact

that in the latter, the field has already been averaged on time. The principal

assumption of the current approach is that at a given frequency and at a given

location, the same interaction impedance, which relates the total average power to

the longitudinal electric field in vacuum, relates the same quantities when the beam

is also present. Consequently, Poynting’s theorem now reads

pR2 d

dz

1

Zint

1

T

ðT
0

dtE2
z ðRb; z; tÞ

� �
¼ �2p

1

T

ðT
0

dtEzðRb; z; tÞ
ðRb

0

drrJzðr; z; tÞ;
(4.3.6)

where again we used the thin beam approximation namely, the transverse variations

of the electric field are negligible across the beam thickness, therefore the electric

field was extracted from the integral in the right-hand side of the equation.
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Within the framework of the single particle description, the current density of an

azimuthally symmetric flow of electrons is given by

Jzðr; z; tÞ ¼ �e
X
i

viðtÞd z� ziðtÞ½ � 1

2pr
d½r � riðtÞ�; (4.3.7)

ziðtÞ and riðtÞ are the longitudinal and the radial location of the ith electron at a time

t. With this definition of the current density the radial integration is straightforward

and it reads

d

dz

1

T

ðT
0

dtE2
z ðRb; z; tÞ

� �
¼ eZint

pR2

1

T

ðT
0

dtEzðRb; z; tÞ
XN
i¼1

viðtÞd½z� ziðtÞ� (4.3.8)

The second main assumption in this approach is that the effect of the beam on the

(single mode) distribution of the electric field is only longitudinal. In other words, if

in the beam absence, the longitudinal electric field in the beam region was given by

EzðRb; z; tÞ ¼ E0 cosðot� kz� y0Þ where the amplitude (E0) and the phase (y0) are
constant, in the presence of the beam the same component reads

EzðRb; z; tÞ ¼ EðzÞ cos½ot� kz� yðzÞ� (4.3.9)

and both the amplitude and the phase are allowed to vary in the longitudinal

direction.

We proceed now by performing the time integration on both sides of (4.3.8). In

the left-hand side, the integration over the trigonometric functions is straightfor-

ward whereas in the right-hand side, we take advantage of the Dirac delta function,

thus

d

dz

1

2
E2ðzÞ

� �
¼ eZintN

pR2T
EðzÞ cos½otiðzÞ � kz� yðzÞ�h i; (4.3.10)

where tiðzÞ is defined as

tiðzÞ ¼ tið0Þ þ
ðz
0

dz
1

viðzÞ ; (4.3.11)

and it represents the time it takes the ith electron to reach the point z. viðzÞ is the
velocity of the ith electron at z, N is the total number of electrons in one period (T) of
the wave and h
 
 
i � N�1

PN
i¼1 
 
 
 . We can now identify eN=T as the average

current during the period T namely, I ¼ eN=T.
It is convenient at this point to adopt a complex notation namely,

�EðzÞ � EðzÞe�jyðzÞ, which permits us to write (4.3.10) as

1

2

d

dz
E2ðzÞ ¼ 1

2

d

dz
½ �EðzÞ �E�ðzÞ� ¼ 1

2
�EðzÞ d

dz
�E
�ðzÞ þ �E

�ðzÞ d

dz
�EðzÞ

� �

¼ IZint
pR2

1

2
�EðzÞ ejwiðzÞ

D E
þ �E

�ðzÞ e�jwiðzÞ
D E

þ
h i

; (4.3.12)
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wherein wiðzÞ ¼ otiðzÞ � kz: The last expression can also be written as

�EðzÞ d

dz
�E
�ðzÞ � IZint

pR2
hejwiðzÞi

� �
þ �E�ðzÞ d

dz
�EðzÞ � IZint

pR2
he�jwiðzÞi

� �
¼ 0 (4.3.13)

and since it has to be satisfied for any �EðzÞ, we conclude that

d

dz
�EðzÞ � IZint

pR2
he�jwiðzÞi ¼ 0; (4.3.14)

which describes the dynamics of the amplitude and phase of the electromagnetic

field and its dependence on the distribution of particles.

The next step is to simplify the equation of motion of the electrons. Since the

motion is in one dimension, it is more convenient to use the single particle energy

conservation as introduced in (3.1.6). Using the explicit expression for the electric

field in (4.3.9) and following the motion of the electron in space we have

d

dz
giðzÞ ¼ � e

mc2
1

2
�EðzÞejwðzÞ þ c.c:
h i

: (4.3.15)

It is more convenient to present these two equations (4.3.14) and (4.3.15) using a

normalized notation. For this purpose, we normalize z to the length ðdÞ of the

interaction region and define z ¼ z=d as a normalized coordinate. The normalized

(complex) amplitude of the longitudinal component of the electric field in the

region of the beam is

aðzÞ ¼ e �EðzÞd
mc2

; (4.3.16)

and the coupling coefficient a is

a ¼ eIZint

mc2
d2

pR2
: (4.3.17)

Using this notation the variation in space of the normalized amplitude is given

by

d

dz
aðzÞ ¼ a e�jwiðzÞ

D E
(4.3.18)

and the single particle energy conservation reads

d

dz
giðzÞ ¼ � 1

2
aðzÞejwiðzÞ þ c:c:
h i

: (4.3.19)
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To complete the description of the particles’ dynamics we have to determine the

dynamics of the phase term wi. According to its definition and (4.3.11) we find

d

dz
wiðzÞ ¼ O

1

bi
� K ¼ O

1

bi
� 1

bph

 !
; (4.3.20)

where K ¼ kd, O ¼ od=c and bph is the normalized phase velocity. The last three

equations form a closed set of equations, which describe the interaction.

Before we proceed to solutions of this set of equations for a practical system, we

show that the approximations involved do not affect the global energy conservation.

This is readily obtained by averaging the single particle energy conservation

(4.3.19) and substituting the equation for the complex normalized amplitude

(4.3.18):

d

dz
hgii þ

1

2a
jaðzÞj2

� �
¼ 0: (4.3.21)

In addition, we show how this set of first order differential equations leads to the

same solution we found using the hydrodynamic approximation. To retrieve this

limit we take twice the derivative of the amplitude equation in (4.3.18). After the

first derivative we obtain

d2

dz2
aðzÞ ¼ �ja

O
b i

� K

� �
e�jwiðzÞ

� �
; (4.3.22)

and after the second

d3

dz3
aðzÞ ¼ �jaO

1

ðbigiÞ3
e�jwiðzÞ d

dz
gi

* +
� a

O
b i

� K

� �2

e�jwiðzÞ
* +

: (4.3.23)

Next we substitute the explicit expression for the single-particle energy conser-

vation from (4.3.19) and consider only the slow varying term. The result is:

d3

dz3
� j

1

2
aO

1

ðbigiÞ3
* +" #

aðzÞ ¼ �a
O
b i

� K

� �2

e�jwiðzÞ
* +

: (4.3.24)

The differential equation on the left-hand side is equivalent to the third order

polynomial obtained using the hydrodynamic approximation. According to this

expression, if the variation in the momentum is small, the spatial growth rate is

given by the imaginary part of the root of the characteristic polynomial:

ImðkÞ ¼
ffiffiffi
3

p

2

1

2

eIZint
mc2

1

pR2

o
c

1

ðbigiÞ3
* +" #1=3

; (4.3.25)
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and this is identical with the result in (4.1.13). The right-hand side term in (4.3.24)

represents the driving term in the system. If at the input the phase and the velocity of

the particles are completely uncorrelated then its contribution is zero. As the

interaction progresses in space, the phase and the velocity of the particles become

correlated and its contribution increases.

4.3.2 Phase-Space Distribution: Linear Regime

We now consider the beam–wave interaction using this set of simplified equations

(4.3.18)–(4.3.20). The slow-wave structure consists of a dielectric loaded wave-

guide which is 20 cm long. The system is driven by a 850 kV, 450 A electron pencil

beam. In addition, a wave is launched at the input. The longitudinal component of

the electric field at the beam location is assumed to be 1 MV/m. For a practical

solution of the equations of motion, we divide the entire ensemble of electrons into

64 clusters equally populated with electrons. The internal distribution in each one of

these clusters is assumed to remain unchanged along the interaction process.

Figure 4.6 illustrates the way the gain and the efficiency

�ð%Þ � hgðz ¼ 0Þi � hgðzÞi
hgðz ¼ 0Þi � 1

� 100; (4.3.26)

vary along the system. As in the hydrodynamic model we observe first the “build-

up” region where the gain is effectively zero, followed by a region where the gain

(in dB) increases linearly. The efficiency in this case is less than 10% which means

that the average energy has dropped by less than 10%. This is, on average, what one

can expect from a single-stage traveling-wave tube (TWT) without special inter-

vention. Both the lethargy and the linear gain section are in reasonable agreement

with the regular Pierce approach.

Next step is to exploit the present formalism to investigate more systematically

the interaction process. Figure 4.7 illustrates the way the phase-space distribution
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Fig. 4.7 Phase-space distribution at various locations along the interaction region
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evolves along the interaction region. At the entrance z ¼ 0:0d, the clusters are

uniformly distributed in the domain � p < w < p and jg� 2:665j < 0:005: After
crossing 20% of the interaction region, the electrons in-phase with the wave were

decelerated while those in anti-phase ðw ¼ 	pÞ are accelerated. As the electrons

advance to z ¼ 0:4d, the bunching process continues and the electrons’ energy

spread is now 	 6% around the initial average value. At this stage the bottom point

of the distribution starts to be shifted towards w ¼ p. This is also the point where the
collective effect becomes dominant and the gain starts to grow exponentially. The

two processes mentioned above (increase of the energy spread and distribution

shift) continue as electrons advance towards z ¼ d. At z ¼ 0:6d the energy spread is
already 	 10% and the bottom point of the distribution has slipped 0.8 radians from

w ¼ 0.

In the last 20% of the interaction region the electrons are strongly bunched and

the energy spread (“peak-to-peak”) is actually larger than the average kinetic

energy of the electrons at the input (gmax ¼ 3:5; gmin ¼ 1:75). This is a remarkable

result bearing in mind that the efficiency (and thus the change in the average

energy) is less than 10%.

The slow and fast electrons have a completely different (relative) weight on the

interaction process. According to (4.3.25) the spatial growth rate is proportional to

1

ðbigiÞ3
* +" #1=3

; (4.3.27)

therefore the low momentum electrons have a much larger effect on the interaction

process than the fast ones.

In order to have a quantitative measure of the energy spread we can determine its

variation as a function of the other parameters. The first step is to define the energy

spread as

Dg ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hg2i � hgi2

q
: (4.3.28)

Next, if we multiply the energy conservation equation (4.3.21) by gi and average
over the entire ensemble we obtain

d

dz
hg2i i ¼ � aðzÞhgie jwiðzÞi þ c:c:

h i
: (4.3.29)

In a similar way, the variation in space of the square of the average energy is

given by

d

dz
hgii2 ¼ � aðzÞhgiihe jwiðzÞi þ c:c:

h i
: (4.3.30)
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If we now subtract (4.3.30) from (4.3.29) and use the definition of the energy spread

we find

d

dz
Dg2 ¼ �aðzÞ hgie jwiðzÞi � hgiihe jwiðzÞi

h i
� a�ðzÞ hgie�jwiðzÞi � hgiihe�jwiðzÞi

h i
:

(4.3.31)

This expression indicates that the energy spread is controlled by two principal

quantities (1) the amplitude of the radiation field which is obvious since the latter

determines the modulation. But this is not sufficient since (2) the phase and energy

of all particles have to be correlated i.e.,

jhgiejwiðzÞij � hgiihejwiðzÞi
�� ��> 0; (4.3.32)

in order to cause any variation of the energy spread. Otherwise, even for a large

amplitude of the radiation field, the change in the energy spread is negligible.

4.3.3 Phase-Space Distribution: Saturation

Saturation process is the next topic to consider. For this purpose we extend the

total length by 50% such that d ¼ 30 cm. Saturation occurs when the electrons

start to “absorb” energy from the wave. This will happen when the electrons,

which were initially decelerated, reach the point of p phase with the wave and they

start to be accelerated. To examine the conditions for saturation we first resort to

the hydrodynamic model. Consider the longitudinal component of the electric

field which is a self consistent solution of the interaction process near resonance:

EðzÞ ’ E0 cos½ot� zðo=v0 � K0=2Þ�e
ffiffi
3

p
K0z=2. The amplitude of the oscillation can

be estimated by substituting in the equation of motion:mv0ðv0K0Þ2g3dz ¼ eE0e
ffiffi
3

p
z=2.

Accordingly the saturation length is defined by 1
2
K0dzðz ¼ dsatÞ ¼ p hence

dsat
d

¼ 1ffiffiffi
3

p
K0d=2

ln 2p
K0dðgbÞ3

a0

" #
: (4.3.33)

For the present parameters dsat=d ¼ 0:7.
We examined the saturation within the framework of the macro-particle

approach and the result is illustrated in Figs. 4.8 and 4.9. Figure 4.8 illustrates the

phase-space distribution only in the last 33% of the interaction region since in

the first 67% it is identical with what we presented in Fig. 4.7. We observe that the

bottom of the distribution (z ¼ 0:7d) is almost at the p point. Beyond this point slow

electrons are accelerated. This is accompanied by a decrease in the gain and

efficiency as illustrated in Fig. 4.9.
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4.3.4 Interaction in a Slowly Tapered Structure

In order to increase the efficiency (and consequently the gain) we have to compen-

sate for the energy lost by the electrons. The velocity drop associated with this

process and the collective effect itself, cause the phase shift we presented above. In

order to adjust the relative phase between the wave and the slow electrons we can

taper the slow-wave structure. In terms of the dielectric loaded waveguide this can

-4.00 -2.00 0.00 2.00 4.00

c

g

-4.00 -2.00 0.00 2.00 4.00

g

c

z/d=0.7

5.00

4.00

3.00

2.00

1.00

-4.00 -2.00 0.00 2.00 4.00

g

c

5.00

4.00

3.00

2.00

1.00

-4.00 -2.00 0.00 2.00 4.00

g

c

5.00

4.00

3.00

2.00

1.00

1.00

2.00

3.00

4.00

z/d=0.9

z/d=0.8

z/d=1.0
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be done by changing the dielectric coefficient along the z axis or changing the

radius of the waveguide and/or dielectric slab. Let us now examine the case

whereby the dielectric coefficient, erðzÞ, varies in space. We assume that this

variation is weak such that

o
c
� derðzÞ

dz

����
���� 1

erðzÞ : (4.3.34)

Subject to this condition, the equations that describe the dynamics of the

amplitude and the particles’ dynamics remain unchanged and only the phase

equation becomes

d

dz
wiðzÞ ¼

O
biðzÞ

� KðzÞ; (4.3.35)

since the normalized wave-number is K2ðzÞ ¼ erðzÞO2 � p21ðd=RÞ2. To simplify the

analysis even further we assume a linear variation in space of the dielectric

coefficient er namely

erðzÞ ¼ erð0Þ þ C1z: (4.3.36)

We may now ask: what is the optimal value of the slope C1, given the initial

electromagnetic field and the beam characteristics, in order to obtain maximum

efficiency and gain. We expect such an optimal value to occur from inspection of

Fig. 4.9: when the phase velocity is constant, at z ¼ 0:8d the phase shift is such that

they are in anti-phase. Gradually slowing down the phase velocity, by increasing er,
we may push the saturation beyond z ¼ d. Increasing er too much could cause the

wave to be too slow, leading to a weak beam–wave coupling, and consequently, the

system does not reach saturation, thus remaining in the linear regime without

extracting maximum energy from the beam.

For the parameters mentioned above, we found that the peak occurs at C1 ¼
0:65 and the efficiency was increased from the 6% in the uniform case to 31%

as illustrated in Fig. 4.10. This increase in efficiency is accompanied by 10 dB

increase in gain. Figure 4.11 illustrates the gain and the efficiency for a slope
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which is somewhat below the optimal value C1 ¼ 0:6. Comparing to the

uniform case (Fig. 4.10) the saturation point was shifted from z ¼ 0:8d to

z ¼ 0:9d.
Two comments are in place at this stage:

Comment 4.8. Linear taper is not necessarily the optimal approach and this will be

discussed in some detail subsequently in the context of the resonant-particle

approximation.

Comment 4.9. Any taper is optimized to a certain set of initial conditions.

Deviations from these conditions may lead to performance inferior to that of a

uniform structure.

4.3.5 Noise

One of the disadvantages of the hydrodynamic approximation is that the beam is

conceived as a fluid and as such, the particle character of the electron is lost. As a

result, for evaluation of noise effects one has to postulate velocity or density

fluctuations – see discussion by Haus (1959). In the present approach, the individual

character of the particles to some extent is preserved. If a single electron is launched

into a slow-wave structure which at a given frequency has an interaction impedance

Zint, then the variation in the amplitude EðzÞ is given by

d

dz
EiðzÞ ¼ eZint

pR2T
e
�j½wið0Þþ

Ð z

0
dz0ðo=viðz0Þ�kÞ�

: (4.3.37)

We ignore now the effect of the radiation field on the particles such that in

the phase term we can take vi as constant. At the output of the structure the electric

field is

EiðdÞ ¼ eZint
pR2T

de�jwið0Þe�j o=vi�kð Þd=2sinc
o
vi
� k

� �
d

2

� �
; (4.3.38)
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here sincðxÞ ¼ sinðxÞ=x. For a uniform distribution of electrons the average electric

field at the output is zero due to the random phase of the particles relative to the

wave: he�jwið0Þi ¼ 0. Nevertheless, each such electron emits spontaneous radiation

whose power level at the output is given by

Pi ¼ pR2

2Zint
jEiðdÞj2: (4.3.39)

The total average power of spontaneous radiation emitted by a uniform beam is

Psp ¼ 1

2
ZintI

e

T

� �
d2

pR2
sinc2

o
v0

� k

� �
d

2

� �
: (4.3.40)

This power is linearly proportional to the number of electrons (since I ¼ eN=T).

4.3.6 Super-Radiant Emission

If for a uniform beam the power emitted was proportional to the number of electrons

N, in the case of a pre-bunched beam, the emitted power is proportional to N2 this is

also known as super-radiant emission. For demonstrating this effect in the frame-

work of the present formulation, we ignore the effect of the radiation field on the

electrons. Contrary to the previous case where the low level of emitted power

justifies completely this assumption, in this case, it is no longer justified and for an

adequate solution one has to take into account the variation in the electrons’ phase-

space distribution. Nevertheless, in order to have a zero order estimate we do ignore

the effect of the radiation on the electrons. In the framework of this approximation

the amplitude equation reads

d

dz
EðzÞ ¼ IZint

pR2
he�j½wið0Þþzðo=vi�kÞ�i; (4.3.41)

the phase (wið0Þ) and the energy gi are correlated and for simplicity we consider a

cold bunch (very small energy spread) which has a phase distribution

� p< � w0 < wið0Þ< w0< p, hence

EðdÞ ¼ IZint
pR2

sincðw0Þe�jðo=v0�kÞd=2sinc
o
v0

� k

� �
d

2

� �
: (4.3.42)

Note that at the limit w0 ¼ p we obtain the result of a uniformly distributed beam

namely, EðdÞ ¼ 0. The power emitted in this case is

Psr ’ 1

2
ZintI

2

� �
d2

pR2
sinc2

o
v0

� k

� �
d

2

� �
sinc2w0: (4.3.43)
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This crude estimate of the super-radiant emission reveals its relation to the sponta-

neous radiation power as

Psr / Nsinc2w0Psp; (4.3.44)

Emphasizing our statement at the beginning of this sub-section regarding the factor

N difference between the power emitted in the two processes.

4.3.7 Resonant Particle Model

In Sect. 4.3.2 we found that as electrons lose energy to the wave, their velocity is

decreased and therefore they slip from the resonance condition. We have also

shown, using a very simple model, that this effect can be corrected if the slow-

wave structure is tapered. Let us now examine this process in a more systematic

way. Our goal is to determine how the structure should vary in space in order to

extract maximum energy from a given distribution of electrons and a given input

field. As stated, this requirement (in general) will be very difficult to meet however,

we can solve the problem for a limited set of distributions. In particular, we can

solve for a very narrow phase-space distribution, which is approximated by a single

macro-particle and this solution gives us a crude design as for how the structure

should vary in space. With such a design, we can release somewhat the constraint

on the initial particle distribution and address distributions that are more practical.

The equations, which describe the dynamics of a system that consists of a single

macro particle and an electromagnetic wave, are given by

d

dz
arðzÞ ¼ ae�jwrðzÞ;

d

dz
grðzÞ ¼ � 1

2
arðzÞe jwrðzÞ þ c.c:
h i

;

d

dz
wrðzÞ ¼

O
brðzÞ

� KðzÞ:

(4.3.45)

The coupling coefficient a, is considered to be constant but the wave number in the

phase term is allowed to vary (the important variations are assumed to be controlled

by the phase term). We further assume that (1) the electrons are ideally bunched

such that they form a single macro-particle which (2) remain “glued” together along

the entire interaction region. (3) The initial velocity of the macro-particle is equal to

the phase velocity of the wave. The problem is to determine the necessary variation

in the wave-number of the slow-wave structure in order to keep the macro-particle

in resonance along the entire interaction region. This last condition can be mathe-

matically formulated as

d

dz
wrðzÞ ¼

O
brðzÞ

� KðzÞ ¼ 0; (4.3.46)
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subscript r indicates the resonant particle. Because of this condition, the model is

called the resonant particle model. From the first term in this equation, we conclude

that the phase is constant (wr) along the interaction region, therefore the integration

of the amplitude equation is straightforward

arðzÞ ¼ að0Þ þ aze�jwr : (4.3.47)

Our natural next step is to substitute this expression into the single particle

equation of motion; the result is

grðzÞ ¼ grð0Þ � zað0Þ cos wr � a
z2

2
(4.3.48)

and is illustrated Fig. 4.12. In order to determine the wave-number of the structure,

the last result is substituted in (4.3.46) and we obtain

KðzÞ ¼ O
grðzÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2r ðzÞ � 1

p : (4.3.49)

According to the initial phase of the resonant particle with the wave the latter

will gain (wr ¼ pÞ or lose (wr ¼ 0) energy and the system operates as an amplifier

(left frame) or an accelerator (right frame). In either one of the two cases, the

solution above satisfies the global energy conservation i.e.,

grðzÞ � 1þ 1

2a
jarðzÞj2 ¼ grð0Þ � 1þ 1

2a
jarð0Þj2: (4.3.50)

In an amplifier the normalized kinetic energy (gr � 1) at the input is much larger

than the electromagnetic energy per particle (jarð0Þj2=2a). The situation is reversed
in an accelerator. However, in practice the loading effect (change in the electro-

magnetic energy) in the case of an accelerator is usually small. As an example

consider a system which operates as an amplifier at 10 GHz, its length is 2 m and the

normalized coupling coefficient is a ¼ 2:5. The initial energy of the electrons
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corresponds to gr ¼ 2:55 and the input radiation power corresponds to an initial

amplitude of arð0Þ ¼ 0:05. According to (4.3.47)–(4.3.48) the energy at the output

(for wr ¼ 0) will correspond to gr ¼ 1:25 thus the efficiency is more than 80%.

The resonant particle model, as presented above, is obviously an idealization of a

realistic system which has a finite spread on the initial phase distribution. It is used

for the design stage when it is required to calculate the parameters of the structure

i.e., the variation in space of the wave number in (4.3.49). In a realistic system, the

electrons are not “glued” together therefore they spread. We formulate next the

equations for the deviations from the ideal model: daðzÞ � aðzÞ � arðzÞ represents
the change in the amplitude of the radiation field. In a similar way dgiðzÞ � giðzÞ �
grðzÞ and dwiðzÞ � wiðzÞ � wr. These deviations satisfy the following set of

equations:

d

dz
daðzÞ ¼ ae�jwr he�jdwiðzÞi � 1

h i
;

d

dz
dgiðzÞ ¼ � 1

2
e jwr ½arðzÞ þ daðzÞ�e jdwiðzÞ � arðzÞ
h i

þ c.c:
n o

; :

d

dz
dwiðzÞ ¼ O

1

biðzÞ
� 1

brðzÞ
� � (4.3.51)

It is instructive to examine this set of equations in a regime where these deviations

are small

d

dz
daðzÞ ¼ �jae�jwrhdwiðzÞi;

d

dz
dgiðzÞ ¼ � 1

2
½arðzÞjdwiðzÞ þ daðzÞe jwr þ c:c:�;

d

dz
dwiðzÞ ¼

O

½grðzÞbrðzÞ�3
dgiðzÞ: (4.3.52)

It is evident from the first two equations that if the average phase distribution

hdwiðzÞi vanishes or is very small, the system behaves as if driven by a single macro

particle. The third equation indicates that the phase distribution tends to spread as the

momentum of the electrons decreases, diminishing in the process the energy conver-

sion. On the other hand, if the bunch is being accelerated, the phase deviations are

much smaller and, as will be shown in Chap. 8, the bunch is actually compressed.

The next step is to examine the operation of a realistic system which has

the same parameters as in the example at the beginning ot the previous paragraph.

The simulation is based on the solution of (4.3.51) and is performed as follows: we

take 10,240 macro-particles uniformly distributed in the range jdgið0Þ ¼ gið0Þ �
grð0Þj< grð0Þ=80 and jdwið0Þj< p=36. Figure 4.13 illustrates the phase-space plot at
three different locations along the interaction region. First frame illustrates the

bunch at the input. After 70 cm the bunch lost about 10% of its momentum and it

still maintains its shape. After another 70 cm the bunch has lost a total of about 30%

of its initial momentum.

208 4 Models of Beam–Wave Interaction in Slow-Wave Structures



Finally, we present in Fig. 4.14 the gain and the efficiency (left frame) and in the

right the average energy of the electrons as well as their energy spread. Several

characteristics are evident (1) The gain starts to grow in space immediately without

the spatial lethargy required in an amplifier driven by a uniform beam. This result is

obvious bearing in mind that the wave at the input does not have to bunch the beam

– the latter is already bunched.

The gain is about 33 dB in comparison to 34 dB predicted by the resonant

particle model and 16 dB using a uniform structure. (2) The efficiency is more than

65% compared to more than 80% predicted by the resonant particle model or a

typical 10% in a uniform structure. (3) From the energy spread we conclude that the

bunch maintains its shape for about 70% of the interaction region. Beyond this point

there is a significant increase in the energy spread.

4.4 Amplifier and Oscillator: A Unified Approach

In Sect. 4.3 we formulated the interaction in an amplifier based on the single-particle

equation of motion and ignoring variation in time i.e., reflections. The next step is to

include these effects in the analysis. The motivation for this generalization was

introduced already in Sect. 4.2.1 where we discussed the effect of reflections within
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the framework of the hydrodynamic model and it was shown that one manifestation

of their effect is the product gain � bandwidth which was proved to be constant.

Another consequence of a wave being reflected is amplitude variations which occur

at the input, according to the time it takes the reflected wave to traverse the distance

between the output and input end. Thus, when reflections are not negligible, the

assumption of no time variations in a realistic amplifier is not justified.

The opposite situation occurs in oscillators. “Mirrors” at the two ends impose the

variation in space of the electromagnetic field. Thus the field amplitude is considered

constant in space and the beam–wave interaction determines the temporal growth

rate. But the beamwhich enters the system is presumably unbunched therefore, it will

take some space for this beam to become bunched. If so, the modulation amplitude

is expected to vary in space and consequently, the amplitude of the radiation field

will vary in space. As before, this is in contradiction to the initial assumption.

In order to emphasize even further the difference between an amplifier and an

oscillator, we recall that within the framework of the hydrodynamic model, the

beam–wave interaction was formulated in terms of a dispersion relation

Dactðk;oÞ ¼ 0: (4.4.1)

In an ideal amplifier we assumed that there are no variations in time of the
amplitude thus the frequency is set for us by an external generator (o ¼ o0) and we

have to determine the variation in space represented by a set of k0s which can be

complex and they are a solution of:

Dactðk;o ¼ o0Þ ¼ 0: (4.4.2)

This is one “extreme” among the regimes of beam–wave interaction. The opposite

extreme happens in an ideal oscillator. There it is assumed that there are no
variations in space of the amplitude since the wave-number k is determined by

the separation of the mirrors (d) i.e., k ¼ pn=d where n is an integer. Consequently,
we have to determine the variation in time represented by a set of frequencies,

which can be complex and they are a solution of:

Dact k ¼ pn
d
;o

� �
¼ 0: (4.4.3)

We now include the role of reflections on the beam–wave interaction and in this

process we generalize the formulation which will allow us to derive the operation of

an amplifier or an oscillator from one set of equations.

4.4.1 Simplified Set of Equations

As in the previous case, the starting point is Poynting’s theorem

r 
 Sþ @

@t
W ¼ �J 
 E: (4.4.4)
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Assuming that the walls of the system are made of an ideal metal, all the power

flux flows in the z direction therefore we can integrate over the cross-section of the

system:

@

@z
2p
ðR
0

drrSzðr; z; tÞ
� �

þ @

@t
2p
ðR
0

drrWðr; z; tÞ
� �

¼ �2p
ðR
0

drrJzðr; z; tÞEzðr; z; tÞ: (4.4.5)

The first term,

Pðz; tÞ ¼ 2p
ðR
0

drrSzðr; z; tÞ; (4.4.6)

is the total instantaneous power which flows in the system and

Wðz; tÞ ¼ 2p
ðR
0

drrWðr; z; tÞ; (4.4.7)

represents the total instantaneous energy per unit length stored in the system. As

before, we assume that the oscillation is longitudinal and the transverse variations

in the electric field are negligible on the scale of the beam thickness. Thus, for a thin

pencil beam of radius Rb, the right-hand term of (4.4.5) reads

� 2pEzðRb; z; tÞ
ðRb

0

drrJzðr; z; tÞ: (4.4.8)

Now, since the current density is given by

Jzðr; z; tÞ ¼ �e
X
i

viðtÞd½z� ziðtÞ� 1

2pr
d½r � riðtÞ�; (4.4.9)

the integration over the transverse coordinate becomes trivial by virtue of the Dirac

delta function. As a result, (4.4.8) reads

eEzðRb; z; tÞ
XN
i¼1

viðtÞd½z� ziðtÞ�; (4.4.10)

where it was tacitly assumed that there is no transverse motion. According to our

assumptions and definitions so far, Poynting’s theorem is given by

@

@z
Pðz; tÞ þ @

@t
Wðz; tÞ ¼ eEzðRb; z; tÞ

XN
i¼1

viðtÞd z� ziðtÞ½ �: (4.4.11)
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When reflections are non-negligible, the longitudinal electric field, which acts on

the electrons has two components: one which is propagating parallel to the electrons

and another which is propagating anti-parallel:

EzðRb; z; tÞ ¼ Eþðz; tÞ cos½ot� kz� cþðz; tÞ� þ E�ðz; tÞ cos½otþ kz� c�ðz; tÞ�:
(4.4.12)

It will be further assumed that the amplitudes and the phases (Eþ;E�;cþ and c�)
vary slowly comparing to the trigonometric function i.e.:

@

@t
E	

����
����� ojE	j; @

@z
E	

����
����� kjE	j;

@

@z
c	

����
����� kjc	j;

@

@t
c	

����
����� ojc	j:

(4.4.13)

Among the two waves, only the one propagating parallel has an average net effect,

therefore the right-hand side of (4.4.11) simplifies to

eEþðz; tÞ cos½ot� kz� cþðz; tÞ�
XN
i¼1

viðtÞd½z� ziðtÞ�: (4.4.14)

Without loss of generality, we can use the trigonometric properties of the cos

function to write

¼ eNEþðz; tÞ cos cþðz; tÞ
	 


viðtÞ cos wiðtÞ½ �d z� ziðtÞ½ �h i
þeNEþðz; tÞ sin cþðz; tÞ

	 

viðtÞ sin wiðtÞ½ �d z� ziðtÞ½ �h i; (4.4.15)

where

wiðtÞ ¼ ot� kziðtÞ; (4.4.16)

is the phase of the ith particle relative to the wave at the time t and

h
 
 
i ¼ 1
N

PN
i¼1 
 
 
 . The notation in (4.4.15) indicates that if the particles move

with a velocity which is close to the phase velocity of the wave, all quantities are

slow varying functions of z and t. This is in contrast to the left-hand side of the

expression for Poynting’s theorem, which consists of both slow and fast terms.

Naturally, the next step is to eliminate the contribution of the fast oscillation.

The fast variations of the electromagnetic field are determined by the angular

frequency o ¼ 2p=T. We can use the definition of the interaction impedance to

average out these fast variations in the total power i.e.,

�Pðz; tÞ ¼ 1

T

ðtþT=2

t�T=2

dt0Pðz; t0Þ ¼ 1

T

ðtþT=2

t�T=2

dt0
pR2

Zint
E2
z ðRb; z; t

0Þ; (4.4.17)
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the result is

�Pðz; tÞ ¼ pR2

2Zint
½E2

þðz; tÞ � E2
�ðz; tÞ�: (4.4.18)

The cross term proportional to (EþE�) was neglected since it varies rapidly in

space. In addition, we took into account the fact that the power carried by the

backward wave is in the opposite direction to that of the forward propagating wave.

In a similar way the average energy stored per unit length is given by

�Wðz; tÞ ¼ 1

2
pR2e0eint½E2

þðz; tÞ þ E2
�ðz; tÞ�: (4.4.19)

Consequently, we can write for the slow varying components of Poynting’s

theorem

@

@z
½E2

þðz; tÞ � E2
�ðz; tÞ� þ

1

ven

@

@t
½E2

þðz; tÞ þ E2
�ðz; tÞ�

¼ 2eNZint
pR2

Eþðz; tÞ cos cþðz; tÞ
	 


viðtÞd z� ziðtÞ½ � cos wiðtÞ½ �h i� �

þ 2eNZint
pR2

Eþðz; tÞ sin cþðz; tÞ
	 


viðtÞd z� ziðtÞ½ � sin wiðtÞ½ �h i� �
: (4.4.20)

Here we used (2.3.33) which relates the interaction impedance with the interaction

dielectric coefficient and the energy velocity: Zinteint ¼ �0=ben.
Before we proceed and simplify the amplitude equation, it will be more conve-

nient to use a normalized notation. For this purpose, we examine the single-particle

energy conservation ignoring the effect of the backward wave on the motion of the

electrons,

d

dt
gi ¼ � e

mc2
viðtÞEþ½z ¼ ziðtÞ; t� cos ot� kziðtÞ � cþ z ¼ ziðtÞ; t½ �� �

; (4.4.21)

this justifies the normalization of the electric field according to

a	ðz; tÞ ¼ eE	ðz; tÞd
mc2

e�jc	ðz;tÞ; (4.4.22)

of a new spatial variable z ¼ z=d where d is the total length of the interaction

region, of a new time variable t ¼ tc=d and of the coupling coefficient a as

a ¼ eIZint
mc2

d2

pR2
(4.4.23)
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where I is the average current in one period of the wave. Subject to this normalized

notation (4.4.20)–(4.4.21) read

@

@z
jaþðz; tÞj2 � ja�ðz; tÞj2
h i

þ 1

ben

@

@t
½jaþðz; tÞj2 þ ja�ðz; tÞj2�

¼ a½aþðz; tÞ biðtÞd½z� �ziðtÞ�e jwiðtÞ
D E

i
þ c.c:�; (4.4.24)

and

d

dt
gi ¼ �biðtÞ

1

2
aþ½z ¼ �ziðtÞ; t�ejwiðtÞ þ c:c:
h i

; (4.4.25)

as well as

d

dt
wiðtÞ ¼ O� KbiðtÞ: (4.4.26)

The amplitudes of the forward wave [aþðz; tÞ] and backward wave [a�ðz; tÞ] are
correlated at both ends of the structure by the reflection process. In the interaction

region itself the two amplitudes are not coupled since we indicated that the

electrons are interacting only with the forward wave. Consequently, the energy

conservation associated with this wave reads

@

@z
� 1

ben

@

@t

� �
ja�ðz; tÞj2 ¼ 0; (4.4.27)

that in turn implies that the equation for the amplitude of the forward wave is

given by

@

@z
aþðz; tÞ þ 1

ben

@

@t
aþðz; tÞ ¼ ahe�jwiðtÞbiðtÞd½z� �ziðtÞ�i: (4.4.28)

In order to determine the effect of reflections we denote by a0 the amplitude of

the forward wave present in the system in the absence of the beam. The reflection

process is represented by a scalar reflection coefficient at the input ðrinÞ and output
ðroutÞ end. At any instant t, the change in the forward wave amplitude is reflected

from the output end towards the input according to

aþðz ¼ 1; tÞ � a0½ �route�jK: (4.4.29)

As already indicated, the backward wave is not directly affected by the beam and

therefore it propagates towards the input as if no electrons were present. The time it

takes this change in the energy (variation in the amplitude) to reach the input end is

determined by the energy velocity of the cold structure. In our normalized notation
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this delay is 1=ben: Consequently, after this delay, the change mentioned above

undergoes an additional reflection – this time from the input end. The contribution

of the reflection to the amplitude of the forward wave at the input end (z ¼ 0) is

given by

aþðz ¼ 0; tÞ � a0 ¼ �r aþðz ¼ 1; t� 1=benÞ � a0½ �; (4.4.30)

where �r � rinroute
�2 jK is the feedback term of the passive (no beam) system. Let

us now summarize the generalized set of equations, which describe the dynamics of

the field and the electrons when reflections are included:

@

@z
þ 1

ben

@

@t

� �
aþðz; tÞ ¼ ahe�jwiðtÞbiðtÞd½z� �ziðtÞ�i;

d

dt
giðtÞ ¼ �biðtÞ

1

2
aþ½z ¼ �ziðtÞ; t�ejwiðtÞ þ c.c:
h i

;

d

dt
wiðtÞ ¼ O� KbiðtÞ;

aþðz ¼ 0; tÞ � a0 ¼ �r½aþðz ¼ 1; t� 1=benÞ � a0�: (4.4.31)

From this generalized formulation, we can obtain the equations which were devel-

oped in the previous sections for an ideal amplifier.

4.4.2 Ideal Amplifier

In an ideal amplifier, we expect no reflections and thus no time variations, of the

amplitude (@=@t � 0). The amplitude equation is averaged on time and since the

integration over the Dirac delta function is straightforward thus

d

dz
aþðzÞ ¼ ahe�jwiðzÞi: (4.4.32)

Since no time variations are assumed, then according to the definition of d=dtð�
@=@tþ bi@=@z � bi@=@z ¼ bid=dzÞ it is sufficient to describe only the space

variation and in this framework biðzÞ represents the velocity of the ith electron at

z. Consequently, the equation of motion reads

d

dz
gi ¼ � 1

2
aþðzÞe jwiðzÞ þ c.c:
h i

: (4.4.33)

In a similar way,

d

dz
wiðzÞ ¼

O
b i

� K; (4.4.34)
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and finally the reflections equation is identically satisfied since there are no

reflections thus �r ¼ 0 and the amplitude at the input is always the same and it

equals a0.

4.4.3 Ideal Oscillator

For an ideal oscillator we assume that no variations in space occur and therefore the

amplitude of the electric field experienced by the electrons does not depend on

the location of any individual electron. As a result, we replace aþ �ziðtÞ; t½ �, in
the single particle energy conservation (4.4.31), with its value at the input –

aþð0; tÞ – hence

d

dt
gi ¼ �biðtÞ

1

2
aþð0; tÞe jwiðtÞ þ c:c:
h i

: (4.4.35)

The reflection coefficients from both ends are unity and the boundary conditions

imply K ¼ pn. As a result, �r ¼ 1 and the reflections equation (4.4.31) reads

aþð0; tÞ ¼ aþð1; t� 1=benÞ: (4.4.36)

In order to determine the dynamics of the amplitude in an oscillator we average the

amplitude equation [in (4.4.31)] over the interaction region:

1

ben

d

dt
aþð0; tÞ ¼ ahbiðtÞe�jwiðtÞi; (4.4.37)

and as in the case of an ideal amplifier, we calculate the normalized growth rate. For

this purpose we take twice the derivative of (4.4.37), neglect terms which oscillate

rapidly and obtain the following expression for aþð0; tÞ

d3aþ
dt3

þ 1

2
a0

1

g3i

� �
daþ
dt

� 1

2
a0

1

g3i
ðO� KbiÞ

� �
aþ

þ 1

2
ja0K

bi
g3i

� �
aþ � 3

4
a0aþ

bi
g3i

e jwi

� �
aþ þ bi

g3i
e�jwi

� �
a�þ

� �

¼ �a0 biðO� KbiÞ2e�jwi
D E

; (4.4.38)

where a0 ¼ aben. A simple evaluation of the growth rate in the linear regime of

operation is possible by ignoring the fifth term (since it is non-linear); near

resonance, where we expect the growth rate to be maximum, the third term is

much smaller than the fourth. Finally, for relativistic electrons and long interaction
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length (such that K � 1) the second term is negligible relative to the fourth,

therefore we have

d3

dt3
þ 1

2
ja0K

bi
g3i

� �� �
aþ ¼ �a0 biðO� KbiÞ2e�jwi

D E
: (4.4.39)

Assuming that big
�3
i

� �
does not vary significantly in time, the normalized growth

rate is

�o ¼
ffiffiffi
3

p

2

1

2
abenK

bi
g3i

� �� �1=3
: (4.4.40)

This expression is identical to that calculated in Sect. 4.2.1 developed using the

hydrodynamic approximation.

4.4.4 Global Energy Conservation

Global energy conservation is obtained by multiplying the equation of motion [in

(4.4.31)] by d½z� �ziðtÞ� and averaging over the entire ensemble of particles. In the

resulting expression,

d z� �ziðtÞ½ � d
dt

gi

� �
¼ � 1

2
aþ z ¼ �ziðtÞ; t½ � biðtÞe jwiðtÞd z� �ziðtÞ½ �

D E
þ c:c:

h i
;

(4.4.41)

we substitute the equation for the amplitude (4.4.31) and get

d z� �ziðtÞ½ � d
dt

giðtÞ
� �

¼ � 1

2a
@

@z
jaþðz; tÞj2 þ 1

ben

@

@t
jaþðz; tÞj2

� �
(4.4.42)

In order to bring this last equation to a more familiar form we note that the left-hand

side term, after differentiation by parts, reads

d

dt
d z� �ziðtÞ½ �gih i � gi

d

dt
d z� �ziðtÞ½ �

� �
; (4.4.43)

and the last term is zero by virtue of the definition of d=dt namely

d

dt
d z� �ziðtÞ½ � ¼ @

@t
d z� �ziðtÞ½ � þ bi

@

@z
d z� �ziðtÞ½ �

¼ @

@t
d z� �ziðtÞ½ � � @

@t
d z� �ziðtÞ½ �

¼ 0:

(4.4.44)

4.4 Amplifier and Oscillator: A Unified Approach 217



Using the same definition, we can write for (4.4.43)

@

@t
gid z� �ziðtÞ½ �h i þ @

@z
bigid z� �ziðtÞ½ �h i; (4.4.45)

which finally allows us to present (4.4.42) in the familiar form of a conservation law

i.e.,

@

@t
gid z� �ziðtÞ½ �h i þ 1

2aben
jaþðz; tÞj2

� �

þ @

@z
bigid z� �ziðtÞ½ �h i þ 1

2a
jaþðz; tÞj2

� �
¼ 0 : (4.4.46)

As in the hydrodynamic approximation, we can identify the average energy of

an electron and its energy flux (hgid½z� �zi�i, hbigid½z� �zi�i correspondingly) as

well as the normalized electromagnetic power per particle jaþj2=2a and the

normalized electromagnetic energy per particle jaþj2=2aben.

4.4.5 Reflections in an Amplifier

There are two processes, which may cause significant time variations in an ampli-

fier: saturation and reflections. Saturation occurs when the initial amplitude of the

radiation field is large; we shall not consider here variation in time caused by

saturation without reflections involved. An amplifier is designed to operate below

the saturation level. However, if in the design process reflections are disregarded,

then until the first reflection reaches the input the system will probably operate as

designed. But as the first reflection adds to the initial amplitude it may bring the

system to saturation.

In this sub-section, we investigate the variation in time caused by reflections in

an amplifier. The process is as follows: before the electron beam is injected into the

structure, the amplitude of the forward propagating wave is uniform in space and

constant in time. Let us denote it by a0. Ignoring effects associated with the pulse

front, we may expect this amplitude to be amplified according to the equations

determined previously for an ideal amplifier. The change in this amplitude is

propagating with the energy velocity ven � cben so it will take tfb ¼ d=ven to the

amplified field to approach the input end. We denote by g1 the first one-pass gain,
which is the ratio of the amplitude at the output of the interaction region to the input

point. The contribution of reflections at the input is denoted by bn – where n is the
index that numerates the bouncing process therefore, it can be considered as a

discrete (normalized) time variable. During the first period, the reflections have no

contribution and clearly, b0 ¼ 0. The amplitude at z ¼ 1 is g1ða0 þ b0Þe�jkd .

Without the beam present the amplitude at this point is a0e
�jkd . Therefore, only
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the difference is reflected backwards. After an additional reflection from the input

end, we may write the contribution of the first reflection to the amplitude at the

input as b1 ¼ �r g1ða0 þ b0Þ � a0½ �. Before this reflection arrives (t<2tfb) the ampli-

tude at the input is constant and its value is a0. Until the next reflection arrives the

amplitude at the input has two contributions which are constant in time, one from

the generator and the other from the reflection, i.e., a0 þ b1.
After the n0th reflection the amplitude at the input is a0 þ bn and at the output end

gnþ1ða0 þ bnÞe�jkd . As a result, the contribution of the reflections to the input

amplitude after nþ 1 steps is

bnþ1 ¼ �r gnþ1ða0 þ bnÞ � a0½ �: (4.4.47)

This expression is a discrete formulation of the reflections equation introduced

in (4.4.31); the process is summarized in Fig. 4.15. Note that at the limit of a very

long pulse and a linear gain such that gn ¼ g for any n, we have for

bn ¼ a0�rðg� 1Þ=ð1� �rgÞ. It implies that the amplitude at the input reads

a0 þ bn ¼ a0
1� �r
1� �rg

; (4.4.48)

exactly as predicted by a linear (steady state) theory.

Let us now consider an example: an amplifier which is 20 cm long, operates at

8.8 GHz, driven by a 800 kV, 1 kA beam. In the absence of reflections the gain of

the system is 32 dB for 80 kW at the input. Without loss of generality we chose both

the reflection coefficients to be equal rin ¼ rout ¼ r. The electrons’ pulse is 100 ns
long. In Fig. 4.16 we can see how the one-pass gain (squares) and the total gain

b =R[g (a +b )-av+1 v+1 0 v 0]

(a +b )-av+1 0 v 0]e[g

(a +bv+1 0 vg ]e
v+1g

b =R [g )-a ]1 (a +b01 0 0

[g )-a(a +b01 0 0 ]e

g (a +b01 0 e)
g1

=00b

R

0a

R

0a
-jkd

-jkd

-jkd

-jkd

bn

Fig. 4.15 Schematics of the

beam–wave interaction in the

presence of reflections
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(circles) are varying in time (n indicating the index of the reflection i.e., n ¼ 1 is

reflection number one etc.). The total gain is the ratio between the accumulated

amplitude, of the forward wave, at the output and the initial amplitude (before the

beam was injected) at the input of the interaction region. For a small reflection

coefficient, r ¼ 0:1, we observe that both gains are relatively stable. The fact that

the total gain is smaller than the one-pass gain is not of particular significance at this

point since this depends on the phase accumulated by the wave in its round trip.

However, as the reflections are increased, the total amplitude at the input increases,

saturation is reached and therefore, the one-pass gain is systematically smaller than

the total gain. There exists an intermediary point, r ¼ 0:5, where the system acts

very unstable whereas at another, r ¼ 0:7, the system appears to be very stable in
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Fig. 4.16 Evolution of the one-pass gain and total gain in the interaction region
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spite of the fact that the reflection is higher. This is a direct result of the phase

dependence of the reflected amplitude.

Ultimately, at high reflection (r ¼ 0:9) the system reveals an immediate increase

of the amplitude in time associated with practically zero one-pass gain, indicating

that the system is operating as an oscillator. Note that regardless the actual value of

the reflection coefficient, before the first reflection arrives, the one-pass gain and the

total gain are equal.

In order to show the general influence of the reflection coefficient on the total

gain and the one-pass gain we have averaged out these two quantities over the entire

number of reflections for different values of the reflection coefficient. Figure 4.17

illustrates this result. We observe here that the average one-pass gain is monotoni-

cally decreasing when increasing the reflection coefficient. The average total gain is

stable for small r corresponding to a linear regime of operation; it slightly decreases

for intermediary reflections – corresponding to saturation and it increases again

when the reflection is so high that the system practically operates as an oscillator.

Note that in this case the one-pass gain is practically zero.

An additional insight of the physical process can be achieved by examining the

spectrum of the signal as illustrated in Figs. 4.18 and 4.19. The power in each

frequency component of the signal is normalized to the power in the central frequency

(8.8GHz).When the reflection is low ðr< 0:15Þ the power in all the other frequencies
is 30 dB below the level of the main signal. For r ¼ 0:2 the eigen-frequencies of

the “oscillator” are less than 15 dB below the central frequency. The power in the

sidebands is increasingmonotonically with the reflection coefficient r, and at r ¼ 0:4
they dominate. It warrant to reiterate that the interaction is in the linear regime
nevertheless, reflections cause temporal amplitude variations that manifest as spec-
trum broadening. According to the reflection process and the phase accumulation

there are longitudinal modes that are “selected” and other are suppressed.

4.4.6 Spatial Variations in an Oscillator

Part of the energy in an oscillator is extracted since intentionally the mirror(s)

have a reflection coefficient smaller than unity. As a result, the amount of electro-

magnetic energy available for interaction with the electrons decreases. Since this
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Fig. 4.18 Normalized output power spectrum for various reflection coefficients
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power is extracted at the ends, it is revealed as an effective variation of the field

amplitude. In order to illustrate the effect of the spatial variation on the operation of

an oscillator we start by integrating the equation, which describes the dynamics of

the amplitude (4.4.24) over the entire length of the oscillator:

d

dt
jaþð1; tÞj2 þ ben½jaþð1; tÞj2 � jaþð0; tÞj2� ¼ abenhbiðtÞe�jwiðtÞi: (4.4.49)

Next we substitute the reflections equation from (4.4.31). The result is

d

dt
jaþð1; tÞj2 þ ben½jaþð1; tÞj2 � ja0ð1� �rÞ þ �raþð1; t� 1=benÞj2�
¼ abenhbiðtÞe�jwiðtÞi:

(4.4.50)

Expanding in Taylor series with respect to 1=ben (this normalized characteristic

time is assumed to be much shorter than the pulse duration) and assuming that a0 ¼ 0

we finally get

d

dt
þ ben

1� j�rj2
1þ j�rj2

" #
aþð1; tÞ ¼ aben

1þ j�rj2 hbiðtÞe
�jwiðtÞi: (4.4.51)

This expression replaces (4.4.37) in the description of a non-ideal oscillator.

Note that the second term on the left-hand side of (4.4.51) represents the “radiation”

loss due to the finite transmission from both ends of the oscillator. This becomes

even more evident from the expression for general energy conservation

d

dt
hgii þ

1

2aben
ð1þ j�rj2Þjaþð1; tÞj2

� �
¼ � 1

a
ð1� j�rj2Þjaþð1; tÞj2 (4.4.52)

as revealed by the right-hand side term.

The only source of energy in the oscillator is the beam and when the mirrors are

ideal, all the kinetic energy converted in radiation power is confined to the volume

of the oscillator. If part of this energy is allowed to flow out, then self-sustained

oscillation is possible only if the current injected is above a threshold value that

depends on the reflection coefficients. In order to determine the threshold current

we first have to realize that the radiation loss is associated with an exponential

decay with a coefficient [see (4.4.51)] benð1� j�rj2Þ=ð1þ j�rj2Þ. For self-sustained
oscillation this decay has to be compensated by the exponential increase due to the

interaction – as determined in (4.4.40), i.e.,

ben
1� j�rj2
1þ j�rj2<�o ¼

ffiffiffi
3

p

2

1

2
abenK

bi
g3i

� �� �1=3
: (4.4.53)
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Therefore, the condition for self-sustained oscillation can be formulated as

I> Ith � 16

3
3=2

mc2

eZintO
ben

2b2g3
pR2

d2
1� j�rj2
1þ j�rj2
" #3

: (4.4.54)

Note that in case of “radiation loss” the threshold current is quadratic in the energy

velocity, therefore the lower ben, the lower the current required for the system to

oscillate.

Energy extracted from both ends is one mechanism responsible for spatial

variation but it is not the only one. Another mechanism is associated with the fact

that electrons entering the oscillator are un-bunched and their build-up into bunches

is not “immediate” in space but it takes some portion of the interaction length. After

this transient region, there will be no variations in space, provided that the system

does not reach saturation – which will be not considered here. In order to illustrate

this effect, we examine the same system as in the case of the amplifier; in this case

however the input power Pin is zero, the pulse length is 50 ns instead of 100 ns in the

amplifier and the “mirrors” at both ends have a reflection coefficient r ¼ 0:9. The
entire pulse was assumed to consist of 35; 000 macro-particles, 512 of those being

at any time in the oscillator. In Fig. 4.20 we illustrate the phase space of these

electrons which are in the interaction region. In the first 20% of the pulse duration

there is not sufficient electromagnetic field built in the oscillator in order to affect

significantly the electron’s distribution (although there is a small increase in the

momentum spread). After 40% of the pulse has passed, we clearly see the spatial

transient in the interaction region. At this point in time, the constant amplitude

regime is achieved after about 20% of the total interaction length. The normalized

momentum spread which at the beginning is less than 0.06 is now larger than 0.35.

Later the bunches continue to grow – the momentum spread is further increased

approaching 3 at the end of the electrons’ pulse.

Before we conclude, we wish to emphasize the difference between the two

transients which occur in an oscillator. One is the temporal lethargy which we

have discussed already and it is indicative of the time it takes for the exponential

growth of the electromagnetic energy to become dominant. However the transient

presented in Fig. 4.20 is a spatial transient in an oscillator. It is not a result of the
three eigen-modes mentioned above since in an (ideal) oscillator these modes have

a constant amplitude in space. As we mentioned above, this is a result of the finite

length it takes the radiation field to bunch the “fresh” electrons.

The last two sub-sections indicate that the convenient picture of a traveling-

wave tube operating either as an amplifier or as an oscillator is too simplistic. In fact

we have shown that these two regimes are the extreme cases and any system

operates somewhere in between corresponding to the reflection coefficients at

both ends, the phase accumulated in one round trip and the gain. Furthermore, in

the absence of reflections and saturation in an amplifier it is justified to assume that

the amplitude of the electromagnetic wave remains constant in time. However, even

a low reflection coefficient may affect the performance of an amplifier if the gain is
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high enough. When reflections were included in the analysis, the amplitude was

shown to vary in time. The resulting spectrum revealed peaks at other frequencies.

These peaks are symmetric to the initial frequency and their separation is deter-

mined by the feedback time, namely the energy velocity.

4.5 Parasitic Hybrid Mode

Similar to the occurrence of hybrid modes in the case of dielectric waveguide due to

the asymmetry of the modes, so can hybrids of TM and TE develop in a partially

loaded waveguide or in a disk loaded waveguide in spite of the fact, that the

structure itself, is azimuthally symmetric. In this section we postulate the existence

of such a mode and assume that the beam-line intersects the dispersion curve of

both TM01 and HEM11 modes at o1; k1ð Þ and o2; k2ð Þ respectively. Both modes

have amplitudes Ez;1 and Ez;2 and correspondingly, the interaction impedance is
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Fig. 4.20 Phase-space distribution in an oscillator at different instants of time

4.5 Parasitic Hybrid Mode 225



Zint;1 and Zint;2. Subject to these assumptions and ignoring space-charge effects, the

dynamics of the system is described by

d

dx
a1ffiffiffiffiffi
a1

p
� �

¼ ffiffiffiffiffi
a1

p
exp �jwi;1
� 

I0ð�G1�riÞ
� �

i
;

d

dx
a2ffiffiffiffiffi
a2

p
� �

¼ ffiffiffiffiffi
a2

p
exp �jwi;2 � jfi

� 
I1ð�G2�riÞ

� �
;

d

dx
wi;1 ¼

O1

bi
� K1;

d

dx
wi;2 ¼

O2

bi
� K2;

d

dx
gi ¼ � 1

2
a1 exp jwi;1

� 
I0ð�G1�riÞ þ a2 exp jwi;2 þ jfi

� 
I1ð�G2�riÞ þ c:c:

	 

:

(4.5.1)

Here z ¼ z=d; �Gn ¼ Rint

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2n � o2=c2

p
; an ¼ eEz;nd=mc

2 the interaction coupling

is an ¼ IZint;n=mc
2

� 
d2=pR2

int

� 
; �ri ¼ ri=Rint with n ¼ 1; 2. According to the

definitions in (4.5.1), it is evident that the interaction impedance is defined with

the value of the longitudinal electric field on axis.

Comment 4.10. Energy conservation may be readily deduced from (4.5.1) by

averaging the last equation and substituting the first and the third thus,

d

dx
gih i þ a1j j2

2a1
þ a2j j2

2a2

" #
¼ 0: (4.5.2)

In fact, a similar set of equations may also describe the interaction of two TM

modes with a beam of electrons.

Comment 4.11. In the framework of this section, we focus only on the longitudi-

nal motion. The effect of both the longitudinal as well as the radial motion was

considered in detail by Banna et al. (2000a, b); the details are left as an exercise to

the reader (Exercise 4.6). At this point we wish to emphasize that the detrimental

aspect of the excitation of HEM11. Specifically, the fact that it has a non-zero

transverse magnetic field on axis and this causes deflection of the beam. In the

accelerators physics community this is effect is known as beam break-up (BBU) as

described by Helm and Loew (1970).

As in Sect. 4.3.1 the spatial growth in the system may be readily deduced by

evaluating the third derivative of the amplitude. The result being

d3a1

dx3
þ j

2
a1O1 p1a1 þ Ua2ð Þ ’ �a1

O1

bi
� K1

� �2

e�jwi;1 I0ð�G1�riÞ
* +

;

d3a2

dx3
þ j

2
a2O2 p2a2 þ U�a1½ � ’ �a2

O2

bi
� K2

� �2

e�jwi;2 þ jfi I1ð�G2�riÞ
* +

:

(4.5.3)
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In this expression U � e�jðwi;1�wi;2þfiÞ gibið Þ�3
I0 �G1�rið ÞI1 �G2�rið Þ

D E
,

p1 � I20
�G1�rið Þ gibið Þ�3

D E
, p2 � I21

�G2�rið Þ gibið Þ�3
D E

and the terms where the phase

varies rapidly were neglected. Ignoring the two “noise” terms in the right hand side

of both equations, we may calculate the eigen-wave number of the coupled system,

by assuming solutions of the form an ¼ �an exp �jszð Þ, hence

s3 þ 1
2
a1O1p1

1
2
a1O1U

1
2
a2O2U

� s3 þ 1
2
a2O2p2

0
@

1
A 


�a1

�a2

0
@

1
A ¼ 0: (4.5.4)

As clearly revealed by this matrix, the term U represents the coupling between

the cold-structure eigen-modes (TM01 & HEM11). From its definition it is realized

that U is determined by the correlation between the two phases ðwi;1; wi;2Þ and also

by the correlation of the azimuthal, radial and momentum distribution of the

electrons. When the coupling between the modes is zero, each one of the modes

(TM01 and HEM11) develops independently according to s3 þ S31 ¼ 0 and

s3 þ S32 ¼ 0 respectively where S3m � 1
2
amOmpm. The coupling between the TM01

and HEM11 is controlled by a single parameter

�u �
ffiffiffiffiffiffiffiffiffi
UU�

p1p2

s
¼

e�jðwi;1�wi;2þfiÞ gibið Þ�3
I0 �G1�rið ÞI1 �G2�rið Þ

D E��� ���ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I20

�G1�rið Þ gibið Þ�3
D E

I21
�G2�rið Þ gibið Þ�3

D Er : (4.5.5)

Clearly, the solution of the dispersion relation of the coupled system can be

determined from s3 þ S3	 ¼ 0 where

S3	 ¼ � 1

2
ðS31 þ S32Þ 	

1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S31 � S32
� 2 þ 4S31S

3
2�u

2

q
: (4.5.6)

In these expressions Sþ corresponds to the HEM11-like solution since at the limit

�u ¼ 0, Sþ ¼ S2 whereas S� corresponds to the TM01-like solution.

The solid-lines in Figure 4.21 illustrate the variation of the spatial growth per

cell, g	 � ðL=dÞ20 log exp Im
ffiffiffi
3

p
S	=2

� 	 
� �
, as a function of the parameter �u. The

parameters in this calculation are I ¼ 300A, V ¼ 850 kV, Rint ¼ 3:5mm,

Rext ¼ 5mm, Rbeam ¼ 2mm, L ¼ 1:98mm, fTM01
¼ 35GHz, fHEM11

¼ 38:63GHz,

ZTM01

int ¼ 374O, ZHEM11

int ¼ 1:61kO, and it was assumed that the electrons have

a vanishingly small velocity spread. When the modes are completely correlated

ð�u ¼ 1Þ the spatial growth of the HEM11-like mode is zero whereas the TM01-like is

slightly larger than the case when there is no coupling ð�u ¼ 0Þ. Although, the
HEM11-like wave becomes unimportant, we have to remember that the TM01-like

mode is not a pure TM01 mode but rather a linear superposition of TM01 and HEM11

therefore, the impact of the HEM’s components are destructive since they have the

same spatial growth as the pure TM01 as they share the same eigen wave-number.
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At the best, the HEM11 may prevent the system from reaching high efficiency

and in the worst case it deflects the beam to the wall. In order to suppress the

asymmetric mode, selective damping is required. This is to say that the damping

mechanism is transparent to TM01 mode but it suppresses the asymmetric mode. In

order to envision the impact of such a mechanism on the interaction process we may

represent this mechanism by a damping parameter, �s, that in the absence of the

beam, causes a decay corresponding to exp �z=�sð Þ of the asymmetric mode only.

Consequently, in the amplitude equation of the HEM11 mode we may replace
d�a2
dx ! d�a2

dx þ 1
�s �a2; following the same approach as before we find in stead of (4.5.4)

s3 þ 1
2
a1O1p1

1
2
a1O1U

1
2
a2O2U

� s3 þ j
�s s

2 þ 1
2
a2O2p2

0
@

1
A �a1

�a2

0
@

1
A ¼ 0: (4.5.7)

The dashed-lines in Fig. 4.21 illustrate the spatial growth per cell (in dB) in the

case of damping the HEM11 mode ð�s  0:05 corresponding to 1.7 dB per cell in the

absence of the beam). Two facts are evident: first, the “HEM11-like” mode is

substantially suppressed though not as one would expect from the cold attenuation

and second, the “TM01-like” mode is almost independent of the �u indicating that the
“TM01-like” is close to the pure TM01 mode.

Figure 4.22 illustrates one possible implementation of such a selective damping

that uses a series of choke loaded cavities (Shintake 1992). This structure has a high

quality factor Q at the frequency where the TM01 operates and low quality factor

otherwise. The choke ensures that, in our case, the 35 GHz wave experiences an

“ideal” periodic structure whereas any wave of different frequency in its narrow

vicinity, is absorbed in the radial transmission line. In the optical regime this

concept is implemented in the so called photonic band-gap structures whereby an

ensemble of obstacles ensure the propagation of a specific mode and virtually all the

other modes are propagate radially.

A detailed discussion on beam breakup (BBU) is presented in Sect. (8.1.5).
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Exercises

4.1 Show that the modes in a partially dielectric loaded waveguide form a

(complete) orthogonal set of functions.

4.2 Calculate the interaction impedance, as defined in (2.3.29), in a partially

loaded waveguide for two cases (1) pencil and (2) annular beam. Express

the coupling coefficient in terms of this impedance.

4.3 Develop the amplitude equation (as in Sect. 4.3) using in one case, the

non-homogeneous wave equation for the magnetic vector potential and in

the second case, wave equation for Ez.

4.4 Formulate the set of equations, which determine the beam–wave interac-

tion in the framework of the macro-particle approach of an annular beam

in a slow-wave structure – Sect. 4.3.1.

4.5 Formulate, based on Sect. 4.4, the set of equations, which describe the

interaction in a backward-wave oscillator.

4.6 Formulate based on Sect. 4.5, the set of equations which describe the 3D

motion of particles and 1D dynamics of TM01 as well as the two adjacent

HEM11 modes. Hint: use Banna et al. (2000a, b)

Absorber

Stub

Symmetry axis

LC

Fig. 4.22 One possible

implementation of selective

damping of an HEM mode –

Shintake cavity
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Chapter 5

Periodic Structures

One of the conditions for distributed beam-wave interaction to occur is phase

velocity smaller than c. There are two relatively simple ways to slow down the

phase velocity: (1) load a waveguide with dielectric material or (2) load a wave-

guide with periodic metallic or dielectric obstacles. The periodic metallic structure

is usually the preferred solution in microwave devices since it has relatively low

loss, it may sustain relatively high gradients and it may drain any stray electrons.

Dielectric structures are virtually the only solution in the optical regime since

metals have much higher loss. In addition, breakdown is not the major impediment

but rather non-linear effects.

A periodic geometry may be conceived as a set of obstacles delaying the

propagation of the wave due to the multi-reflection process and as a result, an

infinite spectrum of spatial harmonics develops. A few of these harmonics may

propagate with a phase velocity larger or equal to c but the absolute majority has a

slower phase velocity.

This chapter presents various characteristics of periodic structures with emphasis

on these aspects relevant to interaction with electrons. In particular, the interaction

impedance, Zint, and the interaction dielectric coefficient, eint, are calculated and

analyzed since in the previous chapter we have shown that they play an important

role in the collective beam-wave interaction. We assume that only a single mode
participates in the interaction and from the infinite spectrum of spatial harmonics of

this single mode, only one harmonic interacts directly with the electrons. In the

accelerators context, we evaluate in the second part of the chapter the wake

generated by one bunch or a train of bunches in various periodic structures. Since

our treatment of periodic structures is limited to the objectives of the above, we

refer the reader to Elachi (1976) for a broader review on periodic structures.

Tutorial discussion of this subject can be found in a book by Brillouin (1953) and

aspects associated with solid state physics are presented by Kittel (1956) or

Ashcroft and Mermin (1976).

In the first section we present the basic theorem of periodic structures namely,

Floquet’s theorem. This is followed by an investigation of closed periodic

L. Sch€achter, Beam-Wave Interaction in Periodic and Quasi-Periodic Structures,
Particle Acceleration and Detection, DOI 10.1007/978-3-642-19848-9_5,
# Springer-Verlag Berlin Heidelberg 2011
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structures in Sect. 5.2 and open structures in the third. Smith-Purcell effect is

considered as a particular case of a Green’s function calculation for an open

structure and a simple scattering problem is also considered. A simple dielectric

configuration is analyzed as an introduction to optical accelerators to be discussed

in Chap. 8. The chapter concludes with transient phenomena in periodic structure,

which is of importance in accelerators where wake fields left behind one bunch,

may affect trailing bunches.

5.1 The Floquet Theorem

A periodic function, f ðzÞ, is a function whose value at a given point z is equal to its
value at a point zþ L i.e.,

f ðzÞ ¼ f ðzþ LÞ; (5.1.1)

where L is the periodicity of the function. Any periodic function can be represented

as a series of trigonometric functions expð�j2pnz=LÞ and since this is an orthogo-

nal and complete set of functions, it implies

f ðzÞ ¼
X1
n¼�1

fnexp �j2pn
z

L

� �
: (5.1.2)

The amplitudes fn are determined by the value of the function f ðzÞ in a single
cell. Specifically, we multiply (5.1.2) by expðþj2pnz=LÞ and integrate over one

cell i.e.,

ðL
0

dzf ðzÞexp j2pm
z

L

� �
¼

ðL
0

dzexp j2pm
z

L

� � X1
n¼�1

fnexp �j2pn
z

L

� �
: (5.1.3)

Using the orthogonality of the trigonometric function, we conclude that

fm ¼ 1

L

ðL
0

dzf ðzÞexp j2pm
z

L

� �
: (5.1.4)

This presentation is called the Fourier series representation and it is valid for a static
phenomenon in the sense that the value of f ðzÞ at the same relative location in two

different cells is identical. For describing a dynamic system, the function f ðzÞ has to
satisfy

f ðzÞ ¼ xf ðzþ LÞ; (5.1.5)
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which means that the value of the function is proportional to the value of the

function in the adjacent cell up to a constant, x, whose absolute value has to be

unity otherwise at z ! �1 the function diverges or is zero as can be concluded

from

f ðzÞ ¼ xnf ðzþ nLÞ; (5.1.6)

where n is an arbitrary integer. Consequently, the coefficient x can be represented as
a phase term of the form x ¼ expðjcÞ hence

f ðzÞ ¼ ejcf ðzþ LÞ; (5.1.7)

c is also referred to as the phase advance per cell. Without loss of generality one

can redefine this phase to read c ¼ kL. Since a-priori we do not know c, this
definition does not change the information available. Nonetheless based on the

Fourier series in (5.1.2) we can generalize the representation of a dynamic function

in a periodic structure to

f ðzÞ ¼
X1
n¼�1

fnexp �j2pn
z

L
� jkz

� �
; (5.1.8)

and realize that it satisfies

f ðzÞ ¼ ejkLf ðzþ LÞ; (5.1.9)

which is identical with the expression in (5.1.7). The last two expressions

are different representations of the so-called Floquet’s Theorem. Subsequently we

shall mainly use the form presented in (5.1.8), however in order to illustrate the use

of Floquet’s theorem in its latter representation, we investigate next the propagation

of a TM wave in a periodically loaded waveguide.

Consider a waveguide of radius R, which is loaded with dielectric layers: a

representative cell (0 � z � L) consists of a region, 0 � z � g, filled with a dielec-

tric, er, and the remainder is vacuum – see Fig. 5.1. Our goal is to determine the

dispersion relation of this structure and for this purpose, we write the solution of the

magnetic vector potential and electromagnetic field (steady state) in the dielectric

(0 � z � g):

er

2R

Lg

Fig. 5.1 Periodically loaded

waveguide
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Azðr; zÞ ¼
X1
s¼1

J0 ps
r

R

� �
Ase

�Gd;sz þ Bse
þGd;sz

� �
;

Erðr; zÞ ¼ c2

joer

X1
s¼1

ps
R
Gd;sJ1 ps

r

R

� �
Ase

�Gd;sz � Bse
þGd;sz

� �
;

Ezðr; zÞ ¼ � c2

joer

X1
s¼1

G2
d;sJ0 ps

r

R

� �
Ase

�Gd;sz � Bse
þGd;sz

� �
;

Hfðr; zÞ ¼ 1

m0

X1
s¼1

ps
R
J1 ps

r

R

� �
Ase

�Gd;sz þ Bse
þGd;sz

� �
;

(5.1.10)

where G2
d;s ¼ ðps=RÞ2 � erðo=cÞ2. In a similar way, we have in the vacuum

(g< z< L):

Azðr; zÞ ¼
X1
s¼1

J0 ps
r

R

� �
Cse

�Gsðz�gÞ þ Dse
þGsðz�gÞ

h i
;

Erðr; zÞ ¼ c2

jo

X1
s¼1

ps
R
GsJ1 ps

r

R

� �
Cse

�Gsðz�gÞ � Dse
þGsðz�gÞ

h i
;

Ezðr; zÞ ¼ � c2

jo

X1
s¼1

G2
s J0 ps

r

R

� �
Cse

�Gsðz�gÞ � Dse
þGsðz�gÞ

h i
;

Hfðr; zÞ ¼ 1

m0

X1
s¼1

ps
R
J1 ps

r

R

� �
Cse

�Gsðz�gÞ þ Dse
þGsðz�gÞ

h i
;

(5.1.11)

with G2
s ¼ ðps=RÞ2 � ðo=cÞ2. At this point, we limit the discussion to the first mode

TM01, thus the continuity of the radial electric field at z ¼ g implies

1

er
Gd;1 A1e

�Gd;1g � B1e
þGd;1g

� � ¼ G1 C1 � D1½ �; (5.1.12)

and in a similar way, the continuity of the azimuthal magnetic field reads

A1e
�Gd;1g þ B1e

þGd;1g ¼ C1 þ D1: (5.1.13)

Last two equations express the relation between the amplitudes of the field in the

dielectric and vacuum.

In the dielectric filled region of next cell (L � z � Lþ g) the field has a similar

form as in (5.1.10) i.e.,
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Azðr; zÞ ¼
X1
s¼1

J0 ps
r

R

� �
A

0
se

�Gd;sðz�LÞ þ B
0
se

þGd;sðz�LÞ
h i

;

Erðr; zÞ ¼ c2

joer

X1
s¼1

ps
R
Gd;sJ1 ps

r

R

� �
A

0
se

�Gd;sðz�LÞ � B
0
se

þGd;sðz�LÞ
h i

;

Ezðr; zÞ ¼ � c2

joer

X1
s¼1

G2
d;sJ0 ps

r

R

� �
A

0
se

�Gd;sðz�LÞ � B
0
se

þGd;sðz�LÞ
h i

;

Hfðr; zÞ ¼ 1

m0

X1
s¼1

ps
R
J1 ps

r

R

� �
A

0
se

�Gd;sðz�LÞ þ B
0
se

þGd;sðz�LÞ
h i

:

(5.1.14)

The prime indicates that this amplitude represents the solution in the adjacent cell.

Accordingly, the boundary conditions at z ¼ L read

1

er
Gd;1 A

0
1 � B

0
1

h i
¼ G1 C1e

�G1ðL�gÞ � D1e
G1ðL�gÞ

h i
; (5.1.15)

and

A
0
1 þ B

0
1 ¼ C1e

�G1ðL�gÞ þ D1e
G1ðL�gÞ: (5.1.16)

The relation between the amplitudes of the wave in the second cell (L< z< 2L) and
the first cell can be represented in a matrix form

a0 ¼ Ta; (5.1.17)

where the components of a0 are A
0
1 and B

0
1 and similarly, the components of a are A1

and B1. According to Floquet’s theorem (5.1.9) the two vectors are expected to be

related by

a0 ¼ e�jkLa; (5.1.18)

thus e�jkL represents the eigen-values of the single cell transmission matrix T:

jT� e�jkLIj ¼ 0: (5.1.19)

Explicitly this reads

e�2jkL � e�jkLðT11 þ T22Þ þ T11T22 � T12T21 ¼ 0: (5.1.20)

For a passive system, the determinant of the matrix T is unity, thus

e�2jkL � e�jkLðT11 þ T22Þ þ 1 ¼ 0: (5.1.21)
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The fact that the last term in this equation is unity indicates that if k is a solution

of (5.1.21) � k is also a solution. Consequently, we can write

cosðkLÞ ¼ 1

2
ðT11 þ T22Þ: (5.1.22)

Note that this is an explicit expression for k as a function of the frequency and the
other geometric parameters. In principle, there are ranges of parameters where the

right-hand side is larger than unity and there is no real k, which satisfies this

relation. As a function of the frequency, the absolute value of the right hand side

of (5.1.22) can be either larger or smaller than unity. In the former case there is a

real solution for k which entails that in the corresponding frequency range the wave
is allowed to propagate – this frequency range is called the pass band. In the

frequency ranges k is complex therefore the amplitudes are identically zero,

otherwise the solution diverges. This frequency range is called the forbidden
band or band-gap. Explicitly, the right-hand side of (5.1.22) reads

1

2
ðT11 þ T22Þ ¼ ðZ1 þ Z2Þ2

4Z1Z2
coshðcþ wÞ � ðZ1 � Z2Þ2

4Z1Z2
coshðc� wÞ; (5.1.23)

where c ¼ G1ðL� gÞ, w ¼ Gd;1g, the characteristic impedances are

Z1 ¼ �0
cGd;1

joer
; Z2 ¼ �0

cG1

jo
; (5.1.24)

and �0 ¼ 377½Ohm� is the impedance of the vacuum. Figure 5.2 illustrates the right-

hand side of (5.1.22) as a function of the frequency (er ¼ 10; R ¼ 2 cm, L ¼ 1 cm

and g ¼ L=2). The blocks at the bottom, illustrate the forbidden frequencies,

namely at these frequencies TM waves can not propagate. In Fig. 5.3 the dispersion

0 5 10 15 20 25
-2

-1

0

1

2

f(GHz)

Fig. 5.2 Right-hand side of

(5.1.22). For the frequencies
marked at the bottom, no

electromagnetic wave can

propagate in the system
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relation of the first three passbands are presented; these branches correspond only

to the TM01 mode. Higher symmetric or asymmetric modes have additional

contributions in this frequency range.

Comment 5.1. The expression in (5.1.22) is the dispersion relation of the periodic

structure we introduced. From this simple example however we observe that the
dispersion relation of a periodic structure is itself periodic in k with a periodicity
2p=L. This is a general feature which can be deduced from (5.1.9). If the latter is

satisfied for k ¼ k0 then (5.1.9) is satisfied also for k ¼ k0 þ 2p=L as shown next

f ðzþ LÞejðk0þ2p=LÞL ¼ f ðzþ LÞejk0Lej2p;
¼ f ðzþ LÞejk0L ¼ f ðzÞ:

(5.1.25)

Consequently, since the dispersion relation is periodic in k, it is sufficient to

represent its variation with k in the range � p=L � k � p=L; this k domain is

also called the first Brillouin zone.

Comment 5.2. Bearing in mind the last comment, we can re-examine the expres-

sion in (5.1.8) and realize that f ðzÞ is represented by a superposition of spatial
harmonics expð�jknzÞ where

kn ¼ k þ 2p
L
n; (5.1.26)

which all correspond to the solution of the dispersion relation of the system.

According to this definition the phase velocity of each harmonic is

vph;n ¼ o
ckn

; (5.1.27)

and for a high harmonic index, n, this velocity decreases as n�1. Furthermore, all

harmonics with negative index correspond to waves, which propagate backwards.

In addition, note that the zero harmonic (n ¼ 0) has a positive group velocity for

p=L> k> 0 and negative in the range � p=L< k< 0. This is a characteristic of all

0.0 0.4 0.8
0

5

10

20

kL / p

15

f (
G

H
z)

Fig. 5.3 The dispersion

relation corresponding to the

same parameters as those for

which Fig. 5.2 was plotted;

the parameters R ¼ 2 cm,

er ¼ 10, L ¼ 1 cm and

g ¼ 0:5 cm
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spatial harmonics. Since the group velocity is related to the energy velocity, one can

conclude that although the wave number of a particular space harmonic is positive,

the power it carries may flow in the negative direction (if the group velocity is

negative). This opens a completely new family of devices in which the power flows

anti-parallel to the beam – the generic device is called backward-wave oscillator

(BWO) and it was discussed in Sect. 4.2.4. Note also that at all p-points, i.e.,
kL ¼ pn, the group velocity is zero.

Another instructive example that was considered in what follows corresponds to

a continuous periodic dielectric structure

eðzÞ ¼
X1

n¼�1
�en exp �j2pn

z

L

� �
(5.1.28)

that supports a symmetric transverse magnetic mode confined by an ideal circular

waveguide of radius R. In this simplified model, the TM mode is determined by the

magnetic vector potential that is a solution of

1

r

@

@r
r
@

@r
þ @2

@z2
þ eðzÞo

2

c2

� �
Az r; zð Þ ¼ 0 (5.1.29)

For simplicity sake we confine the discussion to the first mode such that

Az r; zð Þ ¼ azðzÞJ0 p1r=Rð Þ thus

d2

dz2
� p21
R2

þ eðzÞo
2

c2

� �
azðzÞ ¼ 0: (5.1.30)

Employing Floquet theorem, azðzÞ ¼ exp �jkzð Þ P1
n¼�1

�an exp �j2pnz=Lð Þ and the

orthogonality of the trigonometric functions in one period of the structure we get

k þ 2pn
L

� 	2

þ p21
R2

" #
�an ¼ 2p

l

� 	2 X1
n0¼�1

�en�n0 �an0 : (5.1.31)

We may now define the normalized vacuum wavelength �l ¼ l=L and the charac-

teristic matrix Mn;n0 ¼ �en�n0
�
kL=2pþ nð Þ2 þ p1L=2pRð Þ2��1

implying that for a

given k, the normalized vacuum wavelength (representing the frequency) is deter-

mined by the eigen-values of the matrix M namely,

M� �l
2
I

h i
~a ¼ 0: (5.1.32)

Contrary to the previous formulation whereby for a given frequency we could

establish the wave-number ðkÞ, in the framework of this formulation, for a given

wave-numberk, (5.1.32) determines the discrete spectrum of allowed frequencies.
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Evidently, this last approach is particularly useful when the periodic structure is

represented by a smooth function described by a small number of harmonics.

5.2 Closed Periodic Structure

Based on what was shown in the previous section one can determine the dispersion

relation of a TM01 mode, which propagates in a more practical periodic structure

namely, a corrugated waveguide (Brillouin 1948). Its periodicity is L, the inner

radius is denoted by Rint and the external by Rext; the distance between two cavities

(the drift region) is d – see Fig. 3.17. Using Floquet’s Theorem (5.1.8) we can write

for the magnetic potential in the inner cylinder (0< r<Rint) the following

expression

Azðr; zÞ ¼
X1

n¼�1
Ane

�jknzI0ðGnrÞ; (5.2.1)

and accordingly, the electromagnetic field components read

Erðr; zÞ ¼ c2

jo

X1
n¼�1

ð�jknGnÞAne
�jknzI1ðGnrÞ;

Ezðr; zÞ ¼ c2

jo

X1
n¼�1

ð�G2
nÞAne

�jknzI0ðGnrÞ;

Hfðr; zÞ ¼ � 1

m0

X1
n¼�1

GnAne
�jknzI1ðGnrÞ:

(5.2.2)

In these expressions,

G2
n ¼ k2n �

o2

c2
; (5.2.3)

and I0ðxÞ; I1ðxÞ are the zero and first order modified Bessel functions of the first kind

respectively. This choice of the radial functional variation is dictated by the

condition of convergence of the electromagnetic field on axis.

In each individual groove, the electromagnetic field can be derived from the

following magnetic vector potential:

AðsÞ
z ðr; zÞ ¼

X1
n¼0

BðsÞ
n cos qnðz� zs � dÞ½ �R0;nðrÞ; (5.2.4)

where qn ¼ pn=ðL� dÞ,

R0;nðrÞ ¼ I0ðLnrÞK0ðLnRextÞ � K0ðLnrÞI0ðLnRextÞ; (5.2.5)
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and L2
n ¼ q2n � ðo=cÞ2. The electromagnetic field reads

EðsÞ
r ðr; zÞ ¼ c2

jo

X1
n¼0

ð�qnÞLnB
ðsÞ
n sin½qnðz� zs � dÞ�R1;nðrÞ;

EðsÞ
z ðr; zÞ ¼ c2

jo

X1
n¼0

ð�L2
nÞBðsÞ

n cos½qnðz� zs � dÞ�R0;nðrÞ;

H
ðsÞ
f ðr; zÞ ¼ �1

m0

X1
n¼0

LnB
ðsÞ
n cos½qnðz� zs � dÞ�R1;nðrÞ:

(5.2.6)

In these expressions R1;nðrÞ is the derivative of R0;nðrÞ defined by

R1;nðrÞ ¼ I1ðLnrÞK0ðLnRextÞ þ K1ðLnrÞI0ðLnRextÞ; (5.2.7)

and except at r ¼ Rint, all the boundary conditions are satisfied; the index s labels

the “cavity”.

5.2.1 Dispersion Relation

Our next step is to impose the continuity of the boundary conditions at the interface

(r ¼ Rint). The continuity of the longitudinal component of the electric field

[Ezðr ¼ Rint;�1< z<1Þ] reads

c2

jo

X1
n¼�1

ð�G2
nÞAne

�jknzI0ðGnRintÞ

¼
0 for zs < z< zs þ d;

� c2

jo

P1
n¼0

L2
nB

ðsÞ
n cos½qnðz� zs � dÞ�R0;nðRintÞ for zs þ d< z< zs þ L;

8<
:

(5.2.8)

and the azimuthal magnetic field [Hfðr ¼ Rint; zs þ d< z< zs þ LÞ] reads

� 1

m0

X1
n¼�1

GnAne
�jknzI1ðGnRintÞ ¼ 1

m0

X1
n¼0

LnB
ðsÞ
n cos½qnðz� zs � dÞ�R1;vðRintÞ:

(5.2.9)

From these boundary conditions the dispersion relation of the structure can be

developed. For this purpose, we analyze the solution in the grooves having

Floquet’s theorem in mind. The latter implies that the longitudinal electric field

in the s0s groove has to satisfy the following relation:
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� c2

jo

X1
n¼0

L2
nB

ðsÞ
n cos½qnðz� zs � dÞ�R0;nðrÞ

¼ � c2

jo

X1
n¼0

L2
nB

ðsþ1Þ
n ejkL cos½qnðzþ L� zsþ1 � dÞ�R0;nðrÞ:

(5.2.10)

But by definition zsþ1 � zs ¼ L therefore, the last expression implies that

BðsÞ
n ¼ Bne

�jkzs : (5.2.11)

This result permits us to restrict the investigation to a single cell and without loss

of generality we chose zs¼0 ¼ 0 since if we know Bn in one cell, the relation in

(5.2.11) determines the value of this amplitude in all other cells.

Comment 5.3. In practice we could have harnessed this implication of Floquet

theorem already in (5.2.4) but didactically we believe that when used for the first

time one should avoid short cuts.

With this result in mind we multiply (5.2.8) by exp jkmzð Þ and integrate over one
cell; the result is

X1
n¼�1

G2
nAndn;mLI0ðGnRintÞ ¼

X1
n¼0

L2
nBnR0;nðRintÞ

ðL
d

dzejkmz cos½qnðz� dÞ�;

(5.2.12)

here dn;m is the Kroniker delta function which equals 1 if n ¼ m and zero otherwise;

we also used the orthogonality of the Fourier spatial harmonics.

A similar procedure is adopted when imposing the continuity of the magnetic

field with one difference, (5.2.9) is defined only in the groove aperture thus we

utilize the orthogonality of the trigonometric function cos½qnðz� dÞ�. Accord-
ingly, (5.2.9) is multiplied by cos½qmðz� dÞ� and we integrate over d< z< L; the
result is

X1
n¼�1

GnAnI1ðGnRintÞ
ðL
d

dz cos qmðz� dÞ� �
e�jknz

¼
X1
n¼0

LnBnR1;nðRintÞðL� dÞgmdn;m
(5.2.13)

where g0 ¼ 1 and gm 6¼0 ¼ 0:5 otherwise. It is convenient to define the quantity

Ln;nðkÞ ¼ 1

L� d

ðL
d

dz cos qnðz� dÞ½ �ejknz; (5.2.14)
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which allows us to write (5.2.12) as

An ¼ 1

G2
nI0ðGnRintÞ

L� d

L

X1
n¼0

L2
nR0;nðRintÞLn;nðkÞBn; (5.2.15)

and (5.2.13) as

Bn ¼ 1

LnR1;nðRintÞgn
X1
n¼�1

AnGnI1ðGnRintÞL�
n;nðkÞ: (5.2.16)

These are two equations for two unknown sets of amplitudes ðAn;BnÞ and the

dispersion relation can be represented in two equivalent ways: one possibility is to

substitute (5.2.16) in (5.2.15) and get

X1
m¼�1

dn;m � L� d

L

GmRintI1ðGmRintÞ
G2
nR

2
intI0ðGnRintÞ

X1
n¼0

R0;nðRintÞLnRint

R1;nðRintÞgn Ln;nL�
m;n

" #
Am ¼ 0;

(5.2.17)

whereas the other possibility is to substitute (5.2.15) in (5.2.16) and obtain

X1
m¼0

dn;m � L� d

L

L2
mR

2
intR0;mðRintÞ

LnRintR1;nðRintÞgn
X1

n¼�1

I1ðGnRintÞ
GnRintð ÞI0ðGnRintÞ L

�
n;nLn;m

" #
Bm ¼ 0:

(5.2.18)

In both cases, the dispersion relation is calculated from the requirement that the

determinant of the matrix, which multiplies the vector of amplitudes, is zero.

Although the two methods are equivalent, at the practical level, we found that

the latter expression to be by far more efficient for practical calculation because of

the number of modes required to represent adequately the field in the groove

compared to the number of spatial harmonics required to represent the field in the

inner section. In the case of single mode operation, we found that 1–3 modes are

sufficient for description of the field in the grooves and about 40 spatial harmonics

are generally used in the inner section. As indicated by these numbers it will be

much easier to calculate the determinant of a 3� 3 matrix rather than 40� 40 one;

we quantify this statement later. At this point, we consider the design of a disk-

loaded structure assuming that the number modes in the grooves and harmonics in

the inner space are sufficient.

Let assume that we want to determine the geometry of a disk-loaded structure

which enables a wave at 10 GHz to be in resonance with electrons of b ¼ 0:9 and

the phase advance per cell is assumed to be kL ¼ 2p=3. These two conditions

determine the period of the structure – in our case L ¼ 9mm. There are three

additional geometric parameters to be determined: Rext;Rint and d. The last two

have a dominant effect on the width of the passband and for the lowest mode, the

242 5 Periodic Structures



passband increases with increasing Rint and decreases with increasing d. The

passband, Do, of a mode sets a limit on the maximum group velocity as can be

seen bearing in mind that the half width of the first Brillouin zone is Dk ¼ p=L.
Consequently, vgr ¼ Do=Dk<DoL=p. A solution of the dispersion relation in

(5.2.18) is illustrated in Fig. 5.4, the geometry chosen is: Rint ¼ 8mm and d ¼
2mm and from the condition of phase advance per cell of 120o at 10 GHz, we

determined, using the dispersion relation, the value of the external radius to be

Rext ¼ 13:96mm.

In the remainder of this section we consider only a single mode in the groove.

Therefore, before we conclude this subsection, it remains to quantify the effect of

higher modes in the groove. The first mode in the groove (n ¼ 0) represents a TEM

mode which propagates in the radial direction. Other modes (TM0;n> 0) are either

propagating or evanescent. The amplitudes of the magnetic and electric field (Ez) of

the TEM mode are constant at the groove aperture thus the choice of using a single

mode in the groove is equivalent to the averaging the field at the aperture – approach

usually adopted in the literature. Figure 5.5 illustrates the dependence of upper and

lower cut-off frequency on the number of harmonics used in the calculation; the

number of modes in the grooves is a parameter. For the geometry presented above,

the number of harmonics required is 20 or larger; typically about 40 harmonics are

being used. The effect of the n ¼ 1 mode is negligible in this case as seen for both

upper and lower cut-off frequencies. The effect of the higher mode introduces a

correction on the order of 1% which for most practical purposes is sufficient.

5.2.2 Spatial Harmonics Coupling

Contrary to uniform dielectric structures, here each mode consists of a superposi-

tion of an infinite number of spatial harmonics. These harmonics are all coupled by

0.0 0.4 0.8

kL / p

Rext  = 14mm
Rint  = 8mm
L  = 9mm
d  = 2mm
kL = 2p / 3

b= 0.9
Beam Line

9

10

11

f (
G

H
z)

8

Fig. 5.4 A solution of the

dispersion relation in (5.2.18).

The geometry chose

corresponds to: Rint ¼ 8mm;
L ¼ 9mm; Rint ¼ 13:96mm

and d ¼ 2mm
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the conditions imposed on the electromagnetic field by the geometry at r ¼ Rint. We

limit the investigation to the accuracy associated with a single mode taken in the

groove, therefore according to (5.2.15), we have

An ¼ � 1

G2
nI0ðGnRintÞ

o2

c2
R0;0ðRintÞLn;0ðkÞB0; (5.2.19)

and in this particular case

Ln;0ðkÞ ¼ L� d

L
sinc

1

2
knðL� dÞ

� �
exp j

1

2
knðLþ dÞ

� �
: (5.2.20)

Let us compare the first few spatial harmonics relative to the zero harmonic. For

this purpose we take f ¼ 10 GHz, v0 ¼ 0:9c; Rint ¼ 8mm, L ¼ 9mm and

d ¼ 2mm. The ratio of the first few amplitudes is

A�1

A0










 ¼ 8� 10�3;

A1

A0










 ¼ 3� 10�6;

A�2

A0










 ¼ 2� 10�6;

A2

A0










 ¼ 1� 10�8:

(5.2.21)

This result indicates that on axis, the amplitude of the interacting harmonic is

dominant. At the interface with the grooves (r ¼ Rint) the ratio between the

contribution of the zero and nth harmonic is much closer to unity and it can be

checked that it reads

jEz;nðr ¼ RintÞj
jEz;0ðr ¼ RintÞj ¼

jsinc½knðL� dÞ=2�j
jsinc[k0ðL� dÞ=2�j ; (5.2.22)
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Fig. 5.5 The dependence of the upper and lower cut-off frequency on the number of harmonics

used
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which is virtually unity. It also reveals that there is a significant amount of energy in

the high spatial harmonics which may cause breakdown due to the associated

gradients on the metallic surface.

A more instructive picture is obtained by examining the average power flowing

along one cell:

P ¼ 2p
ðRint

0

drr
1

L

ðL
0

dz
1

2
Erðr; zÞH�

fðr; zÞ
� �

: (5.2.23)

According to the definition in (5.2.2) we have

P ¼ p
�0

X1
n¼�1

jcAnj2 ckno
ðGnRint

0

dxxI21ðxÞ; (5.2.24)

the integral can be calculated analytically (Abramowitz and Stegun 1968, p.484)

and it reads

UðxÞ �
ðx
0

dxxI21ðxÞ ¼ xI0ðxÞI1ðxÞ þ 1

2
x2½I21ðxÞ � I20ðxÞ�: (5.2.25)

Based on these definitions we can calculate the average power carried by each

harmonic as

Pn ¼ p
�0

jcAnj2 ckno UðGnRintÞ; (5.2.26)

and the result is listed below

P�2

P0

¼ �3� 10�3;
P�1

P0

¼ �0:16;
P1

P0

¼ 1� 10�4;
P2

P0

¼ 3� 10�3 : (5.2.27)

Although there is a total flow of power along (the positive) direction of the z axis,
a substantial amount of power is actually flowing backwards. In this numerical

example for all practical purposes, we can consider only the lowest two harmonics

and write the total power that flows, normalized to the power in the zero harmonic.

Thus if the latter is unity, then the power in the forward is 1� 0:16 ¼ 0:84. This
result indicates that if we have a finite length structure with finite reflections from

the input end, then in this periodic structure we have an inherent feedback even if

the output end is perfectly matched.

5.2.3 Interaction Parameters

Even if an electron beam interacts only with a single mode the latter consists of an

infinite number of harmonics and with this regard, we distinguish between direct

and indirect interaction. By direct interaction,we refer to the harmonic to which the
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electron transfers energy directly. For example, for a pencil beam (on axis) it is

primarily the n ¼ 0 harmonic, which interacts with the beam, namely, it has a phase

velocity close to the velocity of the electrons. Because of the interaction we have

shown in Chap. 4 that the wave-number of the mode becomes complex, which in a

periodic structure, implies that the projection of the wave-number in the first

Brillouin zone (k) becomes complex. However, this corresponds to all harmonics,

which finally implies that they all grow in space by the same relative amount such

that locally the boundary conditions are satisfied. With this regard, the beam

indirectly interacts with all harmonics and this is referred to as indirect interaction.
The condition for the beam to interact directly only with a single harmonic can be

formulated in terms of the velocity spread of the beam and resonance condition: the

latter reads in general o=v0 � kn ’ 0 whose variation for a constant frequency

reads ojDvj=v20 ¼ jDkj. Since two harmonics are separated by Dk ¼ 2p=L,
we conclude that the condition for single harmonic direct operation is that

ðoL=cÞðjDbj=b2Þ 	 2p. Subject to this condition, the beam-wave interaction is

described primarily by a single parameter: the interaction impedance introduced in

Sect. 2.3.3 (2.3.29). For a pencil beam of radius Rb the effective field that acts on the

electrons in a uniform periodic structure is

jEj2 � 2

R2
b

ðRb

0

drrjEz;n¼0ðr; zÞj2: (5.2.28)

Using the explicit expression for Ez in (5.2.2) we find

jEj2 � c4

o2
jA0j2G4

0

2

R2
b

ðRb

0

drrI20ðG0rÞ; (5.2.29)

the integral can be evaluated exactly (Abramowitz and Stegun 1968, p.484) and it

reads

W1ðxÞ �
ðx
0

dxxI20ðxÞ ¼
1

2
x2½I20ðxÞ � I21ðxÞ�: (5.2.30)

With this expression the effective electric field reads

jEj2 � 2c4G2
0

o2R2
b

jA0j2W1ðG0RbÞ; (5.2.31)

and finally we can determine the explicit expression for the interaction impedance

in a periodic structure

Zint � 1

2

jEj2 pR2
int

� �
P

;

¼ �0
Rint

Rb

� 	2 cG0

o

� 	2

W1ðG0RbÞ
X1

n¼�1
UðGnRintÞ ckn

o

� 	 jAnj2
jA0j2

" #�1

:

(5.2.32)
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The ratio jAn=A0j can be deduced from (5.2.19). Furthermore, the last expression

reveals the effect of the beam radius on the interaction impedance. The latter can be

formulated as

ZintðG0RbÞ ¼ Zintð0Þ I20ðG0RbÞ � I21ðG0RbÞ
� �

; (5.2.33)

where

Zintð0Þ � �0ðG0RintÞ2 G0c

o

� 	2 X1
n¼�1

UðGnRintÞ ckn
o

� 	 jAnj2
jA0j2

" #�1

: (5.2.34)

The interaction impedance increases monotonically with the beam radius; this

fact has been discussed also in Chap. 4 in the context of the interaction in a

dielectrically loaded waveguide. Another aspect of the same phenomenon is

illustrated in Fig. 5.6 where we present the interaction impedance as a function of

the internal radius keeping L, d and the frequency (f ¼ 10 GHz) constant; the

external radius is determined from the resonance condition and the phase advance

per cell (which is chosen to be 120
 for reasons which will be clarified in Chap. 8).

In addition, the beam radius is taken to be Rb ¼ 3mm. Note the rapid decrease of

the interaction impedance with the increase in the internal radius of the structure.

Again, this is a direct result of the exponential decay of the slow (evanescent) wave

from the corrugated surface inwards.

The other parameter of interest is the interaction dielectric coefficient that is a
measure of the total electromagnetic energy stored in one cell of the structure as

defined in (2.3.31):

eint � Wem

1

2
e0jEj2pR2

int

: (5.2.35)
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This parameter is important in the description of the operation of an oscillator.

However, we have to bear in mind that according to (5.2.33) eint and Zint are related.
Both the interaction impedance ðZintÞ and the dielectric coefficient of the inter-

action ðeintÞ are illustrated in Fig. 5.7 for these frequencies for which the phase

velocity of the wave is smaller than c; the geometric parameters are: Rint ¼ 8mm,

Rext ¼ 13:96mm, L ¼ 9mm, d ¼ 2mm, Rb ¼ 3mm and the number of harmonics

used is 13 (� 6 � n � 6). Note that the interaction impedance has a minimum at a

frequency which is higher than the frequency where the system was designed to

operate (f ¼ 10GHz). Close to the p-point (kL ¼ p) the interaction impedance

increases since the amount of power which can flow in the system diminishes. At

the same time, the dielectric coefficient of the interaction increases, which means

that the ratio of energy stored in the system to the electric field acting on the

particles, increases. Consequently, in this frequency range the system will tend to

oscillate.

eint has two contributions: the first from the energy stored in the grooves and the

second represents the energy stored in the inner cylinder. Figure 5.8 illustrates again

eint and the contribution of each region. We observe that the effect of the groove is

dominant at all frequencies of interest, emphasizing its cavity role. We conclude
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this subsection with a comparison of the group and energy velocity as illustrated in

Fig. 5.9. Within the framework of our approximation, the two are close but not

identical.

5.3 Open Periodic Structure

In this section, an analysis similar to that in Sect. 5.2 is applied to an open periodic

structure. As we shall see the number of modes, which may develop in such a

structure is small and therefore, mode competition is minimized. This competition

is a byproduct of the necessity to generate high power radiation, which in the case

of a single mode operation generates high gradients on the metallic surface. In

order to avoid breakdown, it is necessary to increase the volume of the waveguide.

Doing so, we allow more than one mode to coexist at the same frequency.

Furthermore, the beam line intersects higher modes at frequencies higher than

the operating one and these modes may deflect the electrons, as will be briefly

discussed in Chap. 8.

We consider a system in which the wave propagates along the periodic structure

forming a disk-loaded wire, as illustrated in Fig. 5.10. Its periodicity is L, the inner
radius is denoted by Rint, the external by Rext and the distance between two cavities

(the drift region) is d. Floquet’s theorem as formulated in (5.1.8) allows us to write

for the magnetic potential in the external region (1> r � Rext) the following

expression

Azðr; zÞ ¼
X1
n¼�1

Anexp �jknzð ÞK0ðGnrÞ; (5.3.1)
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and accordingly, the electromagnetic field components read

Erðr; zÞ ¼ c2

jo

X1
n¼�1

ðjknGnÞAnexp �jknzð ÞK1ðGnrÞ;

Ezðr; zÞ ¼ c2

jo

X1
n¼�1

ð�G2
nÞAnexp �jknzð ÞK0ðGnrÞ;

Hfðr; zÞ ¼ � 1

m0

X1
n¼�1

ð�GnÞAnexp �jknzð ÞK1ðGnrÞ:

(5.3.2)

In these expressions K0ðxÞ;K1ðxÞ are the zero and first order modified Bessel

functions of the second kind respectively and G2
n ¼ k2n � ðo=cÞ2. This choice of

the radial functional variation is dictated by the condition of convergence of the

electromagnetic field far away from the structure.

As pointed out in the previous subsection, based on Floquet theorem, it is

sufficient to determine the field in one groove therefore, the magnetic vector

potential in a given groove is

Azðr; zÞ ¼
X1
n¼0

Bn cos½qnðz� dÞ�R0;nðrÞ; (5.3.3)

where qn ¼ pn=ðL� dÞ,

R0;nðrÞ ¼ I0ðLnrÞK0ðLnRintÞ � K0ðLnrÞI0ðLnRintÞ; (5.3.4)

and L2
n ¼ q2n � ðo=cÞ2. The electromagnetic field reads

Erðr; zÞ ¼ c2

jo

X1
n¼0

ð�qnÞLnBn sin½qnðz� dÞ�R1;nðrÞ;

Ezðr; zÞ ¼ c2

jo

X1
n¼0

ð�L2
nÞBn cos½qnðz� dÞ�R0;nðrÞ;

Hfðr; zÞ ¼ � 1

m0

X1
n¼0

LnBn cos½qnðz� dÞ�R1;nðrÞ:

(5.3.5)

extR2

d

int2R
L

Fig. 5.10 Schematics of a

cylindrical open periodic

structure; the wave

propagates along the outer

region
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In these expressions we used

R1;nðrÞ ¼ I1ðLnrÞK0ðLnRintÞ þ K1ðLnrÞI0ðLnRintÞ: (5.3.6)

The solution above satisfies all boundary conditions with the exception of

r ¼ Rext

5.3.1 Dispersion Relation

Our next step is to impose the continuity of the boundary conditions at the interface

(r ¼ Rext). Continuity of the longitudinal component of the electric field implies

Ezðr ¼ Rext;�1< z<1Þ, reads

c2

jo

X1
n¼�1

ð�G2
nÞAnexp �jknzð ÞK0ðGnRextÞ ¼

0 for 0< z< d;

�c2

jo
P1
n¼0

L2
nBn cos½qnðz� zs � dÞ�R0;nðRextÞ for d< z< L;

8<
:

(5.3.7)

and the azimuthal magnetic field, Hfðr ¼ Rext; d< z< LÞ, reads

1

m0

X1
n¼�1

GnAnexp �jknzð ÞK1ðGnRextÞ

¼ � 1

m0

X1
n¼0

LnBn cos½qnðz� zs � dÞ�R1;nðRextÞ:
(5.3.8)

As in the previous section, we multiply (5.3.7) by ejkmz and integrate over one cell;

the result is

X1
n¼�1

G2
nAndn;mLK0ðGnRextÞ ¼

X1
n¼0

L2
nBnR0;nðRextÞ

ðL
d

dzexp jkmzð Þ cos½qnðz� dÞ�:

(5.3.9)

We follow a similar procedure when imposing the continuity of the magnetic

field; the difference in this case is that (5.3.8) is defined only in the groove’s

aperture thus we shall utilize the orthogonality of the trigonometric function

cos½qnðz� dÞ�. Accordingly, (5.3.8) is multiplied by cos½qmðz� dÞ� and we inte-

grate over d< z< L; the result is
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X1
n¼�1

GnAnK1ðGnRextÞ
ðL
d

dz cos½qmðz� dÞ� exp �jknzð Þ

¼ �LmBmR1;mðRextÞðL� dÞgm
(5.3.10)

In this expression g0 ¼ 1 and gn 6¼0 ¼ 0:5. It is convenient to define the quantity

Ln;nðkÞ ¼ 1

L� d

ðL
d

dz cos½qnðz� dÞ�exp jknzð Þ; (5.3.11)

by whose means, (5.3.9) reads

An ¼ 1

G2
nK0ðGnRextÞ

L� d

L

X1
n¼0

L2
nR0;nðRextÞLn;nðkÞBn; (5.3.12)

whereas (5.3.10) reads

Bn ¼ � 1

LnR1;nðRextÞgn
X1
n¼�1

AnGnK1ðGnRextÞL�
n;nðkÞ: (5.3.13)

These are two equations for two unknown sets of amplitudes ðAn;BnÞ. As before,
the dispersion relation can be represented in two equivalent ways: One possibility is

to substitute (5.3.13) in (5.3.12) and obtain one equation for the amplitudes of the

various harmonics

X1
m¼�1

dn;m þ L� d

L

ðGmRextÞK1ðGmRextÞ
ðGnRextÞ2K0ðGnRextÞ

X1
n¼0

R0;nðRextÞLnRext

R1;nðRextÞgn Ln;nL�
m;n

" #
Am ¼ 0:

(5.3.14)

The other possibility is to substitute (5.3.12) in (5.3.13) and obtain one equation for

the amplitudes of the various modes in the groove

X1
m¼0

dn;m þ L� d

L

LmRext

� �2R0;mðRextÞ
LnRextð ÞR1;nðRextÞgn

X1
n¼�1

K1ðGnRextÞL�
n;nLn;n

GnRextð ÞK0ðGnRextÞ

" #
Bm ¼ 0:

(5.3.15)

In both cases, the dispersion relation is calculated from the requirement that the

determinant of the matrix which multiplies the vector of amplitudes, is zero. As in

the closed structure, the two methods are equivalent, but the last expression is by far

more efficient for practical calculation.

There is one substantial difference between open and closed periodic structures.

In the latter case, the radiation is guided by the waveguide and there is an infinite

discrete spectrum of frequencies that can propagate along the system. In open

structures, modes can propagate provided that the projection of the wave-numbers
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of all harmonics in the first Brillouin zone corresponds to waves whose phase

velocity is smaller than c; in other words, no radiation propagates outwards

(radially). Figure 5.11 illustrates the two regions of interest: in the shadowed region

no solutions are permissible and in the remainder the solution is possible with an

adequate choice of the geometric parameters. It is evident from this picture that

waves at frequencies higher than

f � 1

2

c

L
; (5.3.16)

cannot be supported by a disk-loaded wire, regardless of the geometrical details of

the cavity. With this regard, an open structure forms a low pass filter. Figure 5.12

illustrates the dispersion relation of such a system for L ¼ 3mm, d ¼ 1mm, Rint ¼
15mm and Rext ¼ 21mm. For comparison, in the same frequency range (0–50 GHz)

there are 6 symmetric TM modes which can propagate in a closed system of the

same geometry; obviously there are many others at higher frequencies.

5.3.2 Interaction Parameters

Provided that the electrons are interacting primarily with one harmonic (say n ¼ 0)

then we assume that the spatial component of the interaction in an amplifier is

w

kL / p-6 0 2 4

bph = 1 bph = 1

-2-4

Fig. 5.11 Only the wave-

numbers which are in the

white triangles correspond to

waves supported by an open

structure
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Fig. 5.12 Dispersion relation
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controlled by one parameter: the interaction impedance. For an annular beam of

radius Rb and width D the effective field that acts on the electrons is

jEj2 � 1

RbD

ðRbþD=2

Rb�D=2
drrjEz;n¼0ðr; zÞj2: (5.3.17)

Using the explicit expression for Ez in (5.3.2) we find

jEj2 � c4

o2
jA0j2G2

0

1

RbD

ðG0ðRbþD=2Þ

G0ðRb�D=2Þ
dxxK2

0ðxÞ; (5.3.18)

assuming that the variations of the wave across the beam section are negligible the

integral reads

ðG0ðRbþD=2Þ

G0ðRb�D=2Þ
dxxK2

0ðxÞ ’ G2
0RbD

� �
K2

0 G0Rbð Þ; (5.3.19)

With this expression the effective electric field reads

jEj2 � c4G4
0

o2
jA0j2K2

0ðG0RbÞ: (5.3.20)

In order to determine the explicit expression for the interaction impedance the

total power, which flows along the structure, has to be determined. According to

(5.3.2) it is given by

P ¼ 1

2
ð2pÞ1

�0

X1
n¼�1

jcAnj2 ckn
o

� 	ð1
GnRext

dxxK2
1ðxÞ: (5.3.21)

The last integral can be evaluated analytically (Abramowitz and Stegun 1968,

p.484) and it reads

W3ðxÞ �
ð1
x

dxxK2
1ðxÞ ¼ xK0ðxÞK1ðxÞ þ x2

2
K2

0ðxÞ � K2
1ðxÞ

� �
(5.3.22)

hence

Zint � 1

2

jEj2 pR2
ext

� �
P

¼ 1

2
�0

K0ðG0RbÞ
K0ðG0RextÞ

� �2

�
X1

n¼�1

o
c Rext

� �
knRextð ÞW3ðGnRextÞ

ðGnRextÞ4K2
0ðGnRextÞ

sinc2 1
2
knðL� dÞ� �

sinc2 1
2
knðL� dÞ� �

" #�1 (5.3.23)
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The other parameter of interest in an oscillator is the interaction dielectric

coefficient, which is a measure of the total electromagnetic energy, stored in the

open structure and is defined by

eint � Wem

1
2
e0jEj2ðpR2

extÞ
: (5.3.24)

Note that in the open system the effect of the beam distance from the structure is

represented by

Zint / K0ðG0RbÞ
K0ðG0RextÞ

� �2
; (5.3.25)

which for large arguments of the modified Bessel function implies Zint /
exp½�2G0ðRb � RextÞ� whereas the dielectric coefficient of the interaction,

eint / K0ðG0RextÞ
K0ðG0RbÞ

� �2
; (5.3.26)

is proportional to eint / exp½2G0ðRb � RextÞ� for large arguments.

The two frames in Fig. 5.13 illustrate the interaction impedance of the two

modes, which are supported by the structure introduced above. In contrast to closed

structure where the impedance has a minimum, in the open structure presented here,

the impedance has a maximum as a function of the frequency. The peak of the lower

(frequency) branch occurs at 9.575 GHz, the phase velocity is 0.58 c, the interaction

impedance, for Rb ¼ 25mm, is Zint ¼ 196 and the coupling coefficient K0 ¼
29:2m�1 see (4.1.18) when the total current is 500 A. The peak at the upper branch

occurs at 31.75 GHz and Zint ¼ 31:9 corresponding to K0 ¼ 9:3m�1; the phase

velocity in this case is 0.877 c.

We indicated previously that the advantage of an open periodic structure is that

it supports the propagation of a small number of modes. Clearly, it would be
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convenient to utilize this fact to generate radiation at high frequency. From the

previous example, we observe that we could generate radiation at 32 GHz if we can

suppress the lower frequency and no additional frequencies (of TM like modes) can

develop in the system. In order to suppress the lower frequency we can take

advantage of the fact that the interacting waves decay exponentially in the radial

direction and a high frequency wave decays radially more rapidly than a low

frequency one. It implies that in principle, we can put an absorbing wall (say at

R ¼ 30mm) which will virtually absorb all the energy from the low frequency

wave but practically it will not affect the higher frequency mode since its amplitude

is virtually zero at its location. Obviously, the coupling to the beam is weaker

because of the exponential radial decay associated to the evanescent wave.

5.3.3 Green’s Function: The Smith-Purcell Effect

When we investigated the electromagnetic field generated by a charged particle in

its motion near a dielectric material it was shown that radiation could be generated

if the velocity of the particle exceeds the phase velocity of the plane wave in the

medium. A similar process may occur in a metallic periodic structure. Qualitatively

the process is as follows: it was indicated in Sect. 2.2.4 that a point charge moving

at a velocity v0 generates a continuous spectrum of evanescent (non-radiating)

waves; these waves impinge upon the grating whose periodicity is L. The incident
wave-number in the direction parallel to the motion of the particle is given by

kincz ¼ o
v0

: (5.3.27)

Although the great majority of the reflected waves are evanescent, under certain

circumstances, there might be a few, which can propagate. An observer, located

far away from the grating at an angle y relative to the motion of the particle

(z direction), measures the outgoing radiation. The projection on the z direction

of the wave-number as measured by this observer is

kobsz ¼ o
c
cos y: (5.3.28)

The periodic structure couples between the wave-numbers in the z-direction
therefore the difference between the incident and observed (scattered) wave-

numbers is attributed to the grating and it is an integer number n of grating wave-

numbers 2pn=L,

kincz � kobsz ¼ 2pn
L

: (5.3.29)
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Substituting the previous two equations into the latter, we obtain

o
c
¼ 2p

L

n

b�1 � cos y
: (5.3.30)

It indicates that for a given velocity and a given periodicity, different frequencies

are emitted in different directions. Smith and Purcell (1953) first reported the effect.

Toraldo di Francia (1960) has formulated the problem in terms of the coupling

between evanescent and propagating waves and Van den Berg (1973) has calcu-

lated the effect numerically. Salisbury (1970) observed a similar spectrum of

radiation but in his experiment, he found that there is a correlation between the

radiation intensity and the current associated with electrons scattered by the grating.

His interpretation is based on the oscillation of the electrons in the periodic

potential induced by the scattered electrons. However, estimates of the acceleration

associated with this process indicate that it cannot account for the intensity of the

observed radiation – Chang and McDaniel (1989). Later, the Smith-Purcell effect

was re-examined at much higher energies (3.6 MeV) and in the angle range

56
 � 150
; the agreement between the dispersion relation and the experiment

was excellent – see Doucas et al. (1992). A renew interest in the Smith-Purcell

effect was motivated by the increased interest in terahertz radiation (Andrews et al.

2005; Korbly et al. 2005; Kim 2007; Shin et al. 2007). In this subsection we discuss

in detail the dynamics of the Smith-Purcell effect as a particular case of Green’s

function formulation of the electromagnetic problem in an open periodic structure.

Consider a train of charged rings of radius Rb >Rext moving at a constant

velocity v0 along a periodic structure identical to the one illustrated in Fig. 5.10.

Consequently, the current density is periodic in space and time therefore

Jzðr; z; tÞ ¼ �qv0
2pr

dðr � RbÞ 1
L

X1
n¼�1

exp �j
2pn
L

z� v0tð Þ
� �

: (5.3.31)

This current density excites the longitudinal component of the magnetic vector

potential that has a homogeneous and a non-homogeneous component. For

evaluating the latter, we may ignore the structure thus

A nhð Þ
z r; z; tð Þ ¼

X1
n¼�1

AnðrÞ exp �j
2pn
L

z� v0tð Þ
� �

(5.3.32)

where anðrÞ is a solution of

1

r

d

dr
r
d

dr
� 2pn

gL

� 	2
" #

AnðrÞ ¼ qv0m0
2pL

1

r
dðr � RbÞ (5.3.33)
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and defining wn ¼ 2p nj j=gL, it reads

AnðrÞ ¼ � qv0m0
2pL

I0 wnRbð ÞK0 wnRbð Þ K0 wnrð Þ=K0 wnRbð Þ r>Rb;

I0 wnrð Þ=I0 wnRbð Þ r<Rb;



an � I0 wnRextð ÞK0 wnRbð Þ:
(5.3.34)

The homogeneous solution has to have the same temporal dependence since

together they must satisfy the boundary conditions at any instant thus

AðhÞ
z r; z; tð Þ ¼ � qv0m0

2pL

X1
n¼�1

exp j
2pn
L

v0t

� 	 X1
m¼�1

exp �j
2pm
L

z

� 	

� bmðnÞK0

2pr
L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 � n2b2

q� �
:

(5.3.35)

Imposing the boundary conditions for Ez and Hf in a similar way as done in this

section for establishing the dispersion relation, we may formulate the two non-

homogeneous equations in terms of a reflection matrix

bm ¼
X
m0

Rm;m0am0 (5.3.36)

am is the normalized amplitude of the wave impinging upon the periodic structure.

We are not aware of an analytic expression for the reflection matrix and in general,

numerical methods are necessary for its evaluation. However, for the geometry

employed here, quasi-analytic formulation is possible adopting an approach identi-

cal to that used to determine the dispersion relation. An explicit formulation of this

matrix is left as an exercise. In the remainder of this subsection we determine the

expression for: (1) the power emitted radially and (2) the decelerating force acting

on one ring assuming that the reflection matrix is known.

For the power radiated radially the relevant field components are

Ez r; z; tð Þ ¼ qv0m0
2pL

X1
n¼�1

exp j
2pn
L

v0t

� 	 X1
m¼�1

exp �j
2pm
L

z

� 	
bmðnÞ

� K0 2p
r

L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 � n2b2

q� �
c2

j 2pnL v0

2pm
L

� 	2

� 2pn
L

b
� 	2

" #( )

Hf r; z; tð Þ ¼ � qv0m0
2pL

1

m0

X1
n¼�1

exp j
2pn
L

v0t

� 	 X1
m¼�1

exp �j
2pm
L

z

� 	
bmðnÞ

� K1 2p
r

L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 � n2b2

q� �
2p
L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 � n2b2

q� 	

(5.3.37)
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thus the energy radiated r ! 1ð Þ is

Wrad �
ðL=v0

0

dt2pr
ðL

0

dzSr r; z; tð Þ ¼ �2pr
ðL=v0

0

dt

ðL

0

dzEz r; z; tð ÞHf r; z; tð Þ

¼ q2

4pe0L
8p2

X1
n¼1;m¼0

n2b2 �m2

n
bmðnÞ2


 

h n2b2 �m2

� �
(5.3.38)

whereas the decelerating force on one charged ring is Fdec ¼ Wrad=L or explicitly

Fdec ¼ q2

4pe0 L=2pð Þ2 2
X1

n¼1;m¼0

n2b2 � m2

n
bmðnÞ2


 

h n2b2 � m2

� �
: (5.3.39)

As clearly reflected from the step function, in both cases only harmonics

corresponding to propagating waves contribute. The radiation energy as determined

in (5.3.38) is indicative of the coherent Smith-Purcell radiation as generated by the
train of charged rings moving in the close vicinity of the disk-loaded wire. Our next

step is to generalize this approach in order to determine the electromagnetic field

generated by a non-periodic source in the presence of a periodic structure

5.3.4 Periodic Structure and Non-periodic Source

The reflection matrix formulation introduced in the previous subsection although

developed with a specific geometry in mind is general and it may be employed

for an arbitrary geometry. In this subsection we aim to determine the maximum

decelerating and transverse force on a charged line Q=Dy

� �
moving at a constant

velocity v0 at a height h from the top of a grating of arbitrary geometry but of

periodicity L – see Fig. 5.14.

As above, the non-homogeneous component of the magnetic vector potential is

AðnhÞ
z ðx; z; tÞ ¼

ð1
�1

do
ð1
�1

dk Aðo; kÞ 1

4pG
exp jot� jkz� G x� hj jð Þ (5.3.40)

z x

y

L

h

v

Fig. 5.14 Rectangular

grating of periodicity L

5.3 Open Periodic Structure 259



where G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � ðo=cÞ2

q
, Aðo; kÞ ¼ � Q=Dy

� �
m0v0dðo� v0kÞ and the homoge-

neous counterpart that, also represents the scattered waves, is given by

AðhÞ
z ðx; z; tÞ ¼

ð1
�1

do
ð1
�1

dk Bðo; kÞ exp jot� jkz� Gxð Þ : (5.3.41)

Without loss of generality, the amplitude of the scattered field, Bðo; kÞ, may be

expressed in terms of Floquet harmonics Bnðo; k0Þ � B o; k0 þ 2pn=Lð Þ where k0is
the projection of the wave number on the first Brillouin zone. It is related to the

incident field in terms of a reflection matrix

�Bnðo; k0Þ ¼
X
m

�Rnmðo; k0Þ �Amðo; k0Þ (5.3.42)

where

Amðo; k0Þ ¼ A o; k0 þ 2pm
L

� 	
exp �Gmhð Þ

4pGm
;

Gm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2m � o2

c2

r
;

km ¼ k0 þ 2pm
L

:

(5.3.43)

As a second step we determine the average longitudinal gradient (per unit

length),

Ek � v0

L

ðv0=2L
�v0=2L

dt EðhÞ
z ðx ¼ h; z ¼ v0t; tÞ: (5.3.44)

which explicitly reads

Ek ¼ Q

4pe0Dy

1

g

ðp=L
�p=L

dk0
X1
n¼�1

�Rnnðo ¼ v0kn; k
0Þ knj j

jkn
exp �2 knj jh=gð Þ : (5.3.45)

At this point we assume that the absolute value of each diagonal term of the

reflection matrix is smaller than unity,

Rnnðo ¼ v0kn; k
0Þj j � 1 (5.3.46)

implying

Ek � E
maxð Þ
k � Q

4pe0Dyh

ðp=L
�p=L

dk0h=g
X1

n¼�1
exp �2 knj jh=gð Þ

¼ Q

2pe0Dy 2hð Þ :
(5.3.47)
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In a similar way we may calculate the average transverse field

E? � v0

L

ðL=2v0
�L=2v0

dt Ex � v0m0Hy

� �
z¼vt;x¼h;t

: (5.3.48)

As in the longitudinal case

E? ¼ Q

2pe0Dyð2hÞ
1

g

ðp=L
�p=L

dk0ðh=gÞ
X1

n¼�1
�Rnnðo ¼ v0kn; k

0Þ exp �2 knj jh=gð Þ ;

(5.3.49)

and subject to the condition in (5.3.46), we get

E? � E
maxð Þ
? ¼ Q

2pe0Dyð2hÞ
1

g
(5.3.50)

The last two results (5.3.47) and (5.3.50) provide us with extremum values for

the transverse and longitudinal gradients as a charged-line traverses an open

periodic structure of arbitrary geometry. Several aspects are evident subject to

our assumption in (5.3.46): (1) both gradients are independent of the period or

any other geometric parameter of the structure. (2) Both gradients are inversely

proportional to the image-charge gradient (corresponding to a flat surface) i.e. are

inversely proportional to the height ðhÞ. (3) The extremum longitudinal force is

independent of the kinetic energy of the particle g � 1ð Þ. (4) This is in particular

important for ultra-relativistic particles since the reflection matrix required for the

calculation becomes very large. (5) For a motionless particle the longitudinal

gradient vanishes. (6) The extremum transverse gradient corresponds to an image

force that is inversely proportional to g and for a motionless charge-line this

extremum equals the exact gradient in the case of a flat plane.

5.4 Bragg Waveguides

Bragg reflection waveguides are one-dimensional periodic structures, designed to

guide light in a low refractive index surrounded by alternating layers of high

refractive index. Two possible configurations are depicted in Fig. 5.15, one is the

planar Bragg reflection waveguide, and the other is the cylindrical, which is also

known as the Bragg Fiber. The theory of Bragg reflection waveguides was devel-

oped by Yeh and Yariv (1976) and recently there has been a growing interest in

using such hollow cylindrical structures as low-loss optical fibers in long distance

communications as well as for optical structures for particles acceleration.

Most of the studies carried out on Bragg reflection waveguides dealt with

configurations where all the dielectric layers are transverse quarter-wave thick.

5.4 Bragg Waveguides 261



However, controlling the dispersion properties in Bragg fibers was demonstrated by

creating a defect in the form of changing one or more of the layer widths. In this

section, a systematic adjustment of the layer adjacent to the core, will be shown to

change the waveguide properties to fulfill specified requirements.

A metallic waveguide supports modes with phase velocity which is always

greater than c, and therefore for a metallic waveguide to serve as a particle

accelerator, the electromagnetic wave must be “slowed down”. Such an effect

can be achieved by either designing an appropriate metallic periodic structure, or

by partially filling the waveguide with a dielectric material. If at the vicinity of the

operation wavelength in a Bragg reflection waveguide, the reflector acts similarly to

a metallic wall, as was shown in previous studies, the phase velocity is expected to

be greater than c, and therefore some adaptation is required for this to change.

Motivated by the requirement vph ¼ c, we develop in this section a general method

for designing the Bragg waveguide for a given phase velocity, given the core

dimension and a set of dielectric materials. The core’s dimension itself may be

dictated by other considerations, such as the maximum field, allowed to develop

within the core to prevent material breakdown, and the interaction efficiency. The

modes of interest are the symmetric modes, TM and TE, the hollow core field

distributions of which are summarized in Table 5.1. As a special case, which

received modest attention in waveguide literature, the field components corres-

ponding to vph ¼ c, are written explicitly. All the demonstration presented in this

section will be on waveguides made from dielectric materials with refractive

indices 1.6 and 4.6. In addition, we neglect the losses due to the finite cladding.

5.4.1 Matching Layer

We consider the planar Bragg reflection waveguide (@=@y ¼ 0), with core half-

width Dint, as depicted in Fig. 5.15. Let us assume that at some specific wavelength

l0 with a corresponding angular frequency o0, this waveguide is required to

support a symmetric TM mode with a specific phase velocity vph ¼ o0=kz,

z
x

y

intR

int2D

Fig. 5.15 Planar and

cylindrical Bragg reflection

waveguides

262 5 Periodic Structures



kz being the longitudinal wave-number. Equivalently, a specific field distribution

in the hollow core may be required, determined by the transverse wave-number

kx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2=c2 � k2z

p
, as shown in Table 5.1. Expressing the phase velocity in terms

of the transverse wave-number in the core, we obtain

vph ¼ cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� kxl0

2p

� �2q : (5.4.1)

The electromagnetic field components in the layer adjacent to the core, which

has a dielectric coefficient e1, are given by

Ez ¼ A1 exp �jk1xð Þ þ B1 exp þjk1xð Þ½ � exp �jkzzð Þ;
Ex ¼ � kz

k1
A1 exp �jk1xð Þ � B1 exp þjk1xð Þ½ � exp �jkzzð Þ;

Hy ¼ � 1

Z1
A1 exp �jk1xð Þ � B1 exp þjk1xð Þ½ � exp �jkzzð Þ;

(5.4.2)

wherein the transverse wave-number is k1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1o2=c2 � k2z

p
and the transverse

impedance is Z1 ¼ �0k1c=oe1. The required electromagnetic field in the vacuum

Table 5.1 Hollow core symmetric modes. The transverse wave-numbers are k? ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2=c2 � k2z

p
.

In the planar case kx ¼ k? whereas in the cylindrical configuration kr ¼ k?
General symmetric mode � exp �jkzzð Þ Special case vph = c� exp �joz=cð Þ

Planar TM

Ez ¼ E0 cosðk?xÞ

Ex ¼ j
kz
k?

� 	
E0 sinðk?xÞ

Hy ¼ j
o
ck?

� 	
1

�0
E0 sinðk?xÞ

Ez ¼ E0

Ex ¼ j
o
c
x

� �
E0

Hy ¼ j

�0

o
c
x

� �
E0

Planar TE

Hz ¼ H0 cosðk?xÞ

Hx ¼ j
kz
k?

� 	
H0 sinðk?xÞ

Ey ¼ �j
o
ck?

� 	
�0H0 sinðk?xÞ

Hz ¼ H0

Hx ¼ j
o
c
x

� �
H0

Ey ¼ �j
o
c
x

� �
�0H0

Cyl. TM

Ez ¼ E0J0ðk?rÞ

Er ¼ j
kz
k?

� 	
E0J1ðk?rÞ

Hf ¼ j
o
ck?

� 	
1

�0
E0J1ðk?rÞ

Ez ¼ E0

Er ¼ j
1

2

o
c
r

� 	
E0

Hf ¼ j
1

2

o
c
r

� 	
1

�0
E0

Cyl. TE

Hz ¼ H0J0ðk?rÞ

Hr ¼ j
kz
k?

� 	
H0J1ðk?rÞ

Ef ¼ �j
o
ck?

� 	
�0H0J1ðk?rÞ

Hz ¼ H0

Hr ¼ j
1

2

o
c
r

� 	
H0

Ef ¼ �j
1

2

o
c
r

� 	
�0H0
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core dictates by virtue of the boundary conditions on Ez and Hy at the interface

between the core and the adjacent dielectric layer, the amplitudes in the first layer.
Imposing the boundary conditions on Ez and Hy at x ¼ Dint, the amplitudes are

found to be given by

A1=E0 ¼ ðB1=E0Þ�

¼ 1

2
exp jk1Dintð Þ cosðkxDintÞ � j

k1
2e1kx

exp jk1Dintð Þ sinðkxDintÞ:
(5.4.3)

The electromagnetic field required in the core entails the amplitudes of the

outgoing and incoming transverse waves, as calculated above. It is now our goal

to ensure that the complete structure, including the Bragg reflector, indeed supports

the required field at the given wavelength as an eigen-mode.

The Bragg reflector can be analyzed from the perspective of a pure periodic

structure according to the Floquet theorem (Yeh and Yariv 1976). This analysis

gives the eigen-vectors and the eigen-values of the periodic structure, and

determines the band-gaps of the system, where the waves are evanescent. The

strongest exponential decay is found to be when each material of the two is chosen

to be a quarter of wavelength thick. In case of a Bragg reflection waveguide it is a

quarter of the transverse wavelength, meaning that this thickness of layer n with

dielectric coefficient en is given by

Dn ¼ p

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

0

c2 en � k2z

q : (5.4.4)

The eigen-values in this optimal decay case are given by the ratios of the two

transverse impedances in the two materials. In the optimal confinement case, each

one of the electromagnetic field components either peaks or vanishes at the inter-

face between any two dielectrics. Going back to the Bragg reflection waveguide,

since the amplitudes in the first dielectric layer are already known, the interface

between the first and the second dielectric layers may be considered as an entrance
to a periodic structure, to which the wave must enter in one of the eigen-vectors for

the mode to be supported. Explicitly, this condition is given by

Ezðx ¼ Dint þ D1Þ ¼ 0 Z1> Z2

@Ez

@x
ðx ¼ Dint þ D1Þ ¼ 0 Z1< Z2;

0
@ (5.4.5)

where D1 is the first layer width, and Z1, Z2 are the transverse impedances of the first

and second layers respectively. This condition was pointed out by Mizrahi and

Sch€achter (2004a). Setting the first layer width according to the above condition

will ensure that the required mode at the given wavelength will indeed be supported

by the waveguide. The first layer may therfore be conceived as a matching layer
between the vacuum region and the subsequent periodic structure, as it rotates the
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amplitude vector dictated by the vacuum mode, to overlap the eigen-vector of the

periodic structure.

Given the amplitudes, as required by (5.4.3), it is now straightforward to

determine the points where Ez peaks or vanishes. The resulting expression for the

first layer width reads

DðTMÞ
1 ¼

1

k1
arctan

e1kx
k1

cotðkxDintÞ
� 	

Z1 > Z2

1

k1
arctan � k1

e1kx
tanðkxDintÞ

� 	
Z1 < Z2:

8>>><
>>>:

(5.4.6)

In the above expression, the smallest positive value of the arctan function is

chosen. It should be noted that kx may be purely imaginary, meaning that the

transverse waves in the core are evanescent, and the expression still holds, as

long as the transverse wave-numbers in the dielectric layers are real. A special

case of this expression is when kxDint ¼ p; p=2, and then the matching layer is

transverse quarter-wavelength thick similarly to the outer layers. For the special

case where the phase velocity equals the speed of light (kz ¼ o0=c), the expression
for the first layer width reads

DðTMÞ
1 ¼

1

k1
arctan

Z1
�0

o0

c
Dint

� 	�1
" #

Z1> Z2

1

k1
arctan �Z1

�0

o0

c
Dint

� 	
Z1 < Z2:

8>>>><
>>>>:

(5.4.7)

Figure 5.16 illustrates at the bottom curve the planar TM first layer width as a

function of the core half-width Dint, for the requirement that vph ¼ c. The first layer
was set to have a refractive index of n1 ¼ ffiffiffiffi

e1
p ¼ 1:6, and the other material was

taken to be of refractive index n2 ¼ ffiffiffiffi
e2

p ¼ 4:6. The first layer width is normalized

by Dq � l0=4
ffiffiffiffiffiffiffiffiffiffiffiffi
e1 � 1

p
, which is the transverse quarter-wavelength width in the

Cylindrical TE

Cylindrical TM

0 1 2 3 4 5
0.0

0.5

1.0

1.5

2.0

Planar TE

Planar TM

Dint /l0

DI
/D

q

Fig. 5.16 First layer width

for vph ¼ c, normalized by

Dq � l0=4
ffiffiffiffiffiffiffiffiffiffiffiffiffi
e1 � 1

p
. The layer

adjacent to the core has a

refractive index of n1 ¼ 1:6
and the other material has

n2 ¼ 4:6
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vph ¼ c case. The choice of placing the lower refractive index first entails that first

case of (5.4.7) is used in the calculation of the planar TM first layer width.

The same principles can easily be implemented for TE modes, planar and

cylindrical. From the requirement that Hz either peaks or vanishes the planar TE

matching layer width is found to be

DðTEÞ
1 ¼

1

k1
arctan

kx
k1

cotðkxDintÞ
� 	

Y1 > Y2

1

k1
arctan � k1

kx
tanðkxDintÞ

� 	
Y1 < Y2;

8>>><
>>>:

(5.4.8)

wherein Y1;2 ¼ ck1;2=o0�0 are the transverse admittances; k1;2 are the transverse

wave-numbers in the first and second layers. The difference between the above

expression and the TM expression is in a e1 factor in the arctan argument. The

second curve from the top of Fig. 5.16 illustrates the planar TE case. We observe

that the TM curves approach zero, whereas the TE curve is above the D1=Dq ¼ 1

line, and approaches it for larger core widths. This situation is reversed according to

the given analytical expressions, should the material of the layer adjacent to the

core is chosen to be of the higher refractive index of the two mentioned.

To summarize, the design procedure is as follows: According to the required kz,
a Bragg mirror is designed so that all layers are transverse quarter-wavelength

thick. In order to match the mirror to the desired core field, the layer adjacent to the

core is adjusted to the width given above by analytic expressions. A similar

approach may be employed for cylindrical structure and the reader can refer

Mizrahi and Sch€achter (2004a) for details.

5.4.2 Field Distribution

With the same given set of two dielectric materials and a given core dimension, the

above design procedure makes it possible to achieve different phase velocities, and

correspondingly, different field distributions across the core. As a demonstration of

the ability to control the field behavior in the core, the symmetric planar TM mode

will next be considered. Figure 5.17 presents different configurations, where in all

cases the core half-width is Dint ¼ 1l0, and the two materials used have refractive

indices of 1.6 and 4.6. In all cases, Ez is marked by a solid line whereas Hy is

marked by a dashed line. The dielectric layers are depicted in gray, where the higher

refractive index layers are indicated by the darker gray.

As an example, we consider a structure which supports a mode with a phase

velocity equal to c. The transverse impedance for the first layer, which is given by

Z1 ¼ �0ck1=oe1, takes the form Z1 ¼ �0
ffiffiffiffiffiffiffiffiffiffiffiffi
e1 � 1

p
=e1, when kz ¼ o0=c. For the

materials chosen here, this entails that the higher refractive index material has the
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lower transverse impedance and vice versa. We locate the material with the lower

refractive index adjacent to the hollow core. Moreover, setting the matching layer

width according to (5.4.7) for the vph ¼ c case, the field profile depicted in

Fig. 5.17a, in which Ez is uniform across the core, is obtained. As indicated by

(5.4.5) the longitudinal electric field vanishes and the transverse magnetic field

peaks at the interface between the first and the second dielectric layers, identically

to the case of a metallic wall located at that interface. Maintaining the same field

distribution in the core itself, Fig. 5.17b illustrates the case where for vph ¼ c, the
material with the higher refractive index borders the core. The second case of

(5.4.7) is used, and the picture obtained is as if a perfect magnetic wall is placed

at the interface between the first and the second layers. As examples of arbitrary

field profiles that can be achieved setting the matching layer width according to

(5.4.6), Fig. 5.17c, d, where the transverse wave-numbers were chosen to be

kxDint ¼ p=3 and kxDint ¼ 3p=4 respectively, are shown. Finally, as a special

case of (5.4.6), the field distributions when all the layers are transverse quarter-

wave thick, are shown. Figure 5.17e illustrates the case kxDint ¼ p=2, in which the

field in the core behaves as if the core boundary is a metallic wall. Figure 5.17f

illustrates the case kxDint ¼ p, which has an identical field to a perfect magnetic

wall at the core boundary. Common to all cases presented is that at every interface

between any two dielectrics, each one of the fields either peaks or vanishes.
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Fig. 5.17 Planar TM profiles. (a) kxDint ¼ 0 low refractive index first (b) kxDint ¼ 0 high

refractive index first (c) kxDint ¼ p=3 (d) kxDint ¼ 3p=4 (e) kxDint ¼ p=2 (metallic-like walls)

(f) kxDint ¼ p (magnetic-like walls). The normalized decay parameter a0 ¼ al0= tan d and x is the

ratio of the power flowing in the core to the total power
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5.4.3 Dispersion Curves

So far we have considered only the electromagnetic field behavior at the specific

wavelength l0, for which the waveguide was designed. As is demonstrated next,

adjusting the first layer width, may have a significant effect on the dispersion curve.

The dispersion points are determined by searching numerically for the zeros of the

dispersion function, which has an analytical expression in the planar case. For the

cylindrical case, the transfer matrix method is harnessed to determine the reflection

coefficient from the outer layers. Taking a relatively large number of layers, the

reflection coefficient within the band-gap represents that of an infinite number of

layers, i.e., its absolute value is unity for all practical purposes.

Our next step is to investigate the symmetric TM mode of both planar and

cylindrical Bragg reflection waveguides with Dint ¼ 0:3l0 and Rint ¼ 0:3l0. For the
layer adjacent to the core, the material with the lower refractive index was chosen.

In the left frame of Fig. 5.18, a band diagram is shown, where the allowed

transverse propagation areas are indicated in gray, and the dispersion curves of

the symmetric TM mode in the planar case are depicted for two configurations. In

the first configuration, all the layers are l0=ð4
ffiffiffiffiffiffiffiffiffiffiffi
e� 1

p Þ thick, meaning that the Bragg

mirror is designed for vph ¼ c, but without using a matching layer to match between

the mirror and the core field. The result is that the red solid line does not intersect

the point ðo=o0; ckz=o0Þ ¼ ð1; 1Þ, as is required. Nevertheless, this dispersion

curve intersects the light-line at a lower frequency. Operating the waveguide at

that frequency is not desirable since the mirror is not optimal, i.e., the transverse

exponential decay is weaker than could be achieved. When the first layer is adjusted

Planar

kzc/ w0 kzc/ w0

0.0 1.0 2.0
0.0

0.5

1.5

2.0

w
/w
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w
/w

0

D =0.3l0int

1.0

0.0 1.0 2.0
0.0

0.5

1.5

2.0

=0.3l0int

1.0

Cylindrical
R

w

Fig. 5.18 Symmetric TM mode dispersion diagram for: Left frame: Planar waveguide with

Dint ¼ 0:3l0. Right frame: cylindrical waveguide with Rint ¼ 0:3l0. In both cases the dashed

curves are obtained with no design procedure (layer identical to the structure’s), and the solid

curves correspond to a vph ¼ c design procedure
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according to the design procedure describe above, the blue curve is obtained. It is

seen that changing the first layer thickness shifted the dispersion curve so that there

is now an intersection with the point ðo=o0; ckz=o0Þ ¼ ð1; 1Þ. A similar picture is

obtained for the cylindrical case shown in the right frame of Fig. 5.18.

5.4.4 Quasi-TEM Mode

In a planar waveguide, it is possible to create a power distribution in the core with

either monotonically increasing or monotonically decreasing profile, and non-zero

on axis. A special case is when the power profile is completely uniform within the

core, implying that inside the core the field is TEM, having both Ez � 0 andHz � 0.

In the dielectric layers, the modes are either TM or TE, and the waveguide may be

matched to either. By computing the amplitudes in the layer adjacent to the core, we

find for the TEM-TM that the first layer should either be transverse quarter-

wavelength thick for Z1< Z2 (higher refractive index first for the materials chosen

here), meaning that actually no matching to the Bragg mirror is needed, or trans-

verse half-wavelength thick for Z1 > Z2. A TEM-TE mode would have Hz, Hx, and

Ey, and no matching to the mirror is needed if the higher TE admittance material is

first, and a transverse half-wavelength is required if lower admittance is first – see

the field profiles in Fig. 5.19.

5.4.5 Forces on the Layers and Discontinuities

Electromagnetic power injected into a Bragg waveguide exerts forces on the

dielectric layers and on the discontinuities. In this subsection, we evaluate these
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Fig. 5.19 Planar TEM-TM

profiles: higher refractive

index first (top) and lower

refractive index first (bottom)
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forces for a general regime but the examples are motivated by an acceleration

structure. For simplicity sake, the discussion will be limited to a planar structure.

Within the dielectric layers, the Lorentz volume force density is given by

f ¼ rEþ J� B; (5.4.9)

where r is the instantaneous electric charge density, J is the instantaneous electric

current density, E is the instantaneous electric field, and B is the instantaneous

magnetic induction. In a polarizable material with instantaneous polarization den-

sity P, the macroscopic effective charge density is r ¼ �r  P, and the effective

current density is J ¼ @P=@t. Since in a dielectric material e0erE ¼ e0Eþ P and

r  E ¼ 0 as there is no free charge, it follows that r ¼ 0. Therefore, only the

second term in (5.4.9) is nonzero, and the volume force density, usingB ¼ m0H, reads

f ¼ e0ðer � 1Þ @E
@t

� m0H: (5.4.10)

Specifically, for time harmonic fields of time-dependence exp jotð Þ, the time-

average force density is given by hfi ¼ 1

2
Re �joe0ðer � 1ÞE� � m0H½ �; where we

kept the same notations for the phasors of the two field components.

At the interface between any two dielectric layers, a polarization surface charge

is created, giving rise to a surface force density. The instantaneous polarization

surface charge between layer n and layer nþ 1, as shown in Fig. 5.20, is given by

rs;n ¼ �1x  P
ð�Þ
nþ1 � PðþÞ

n

� �
; (5.4.11)

where P
ð�Þ
nþ1 and P

ðþÞ
nþ1 are the polarization densities at the interface in layer nþ 1 and

layer n respectively. The Lorentz force per unit area is obtained by multiplying

the polarization surface charge density by the average of the perpendicular electric
fields from both sides of the discontinuity. Defining E

ðþÞ
x;n and E

ð�Þ
x;n as the x components

of the electric field at the boundary in layer n and layer nþ 1 respectively, we obtain

for the surface force density

Fx;n ¼ rs;n
1

2
EðþÞ
x;n þ E

ð�Þ
x;nþ1

� �
: (5.4.12)

F (+)

e v+1

x,v

e v

r
s,v

x

F (-)
x,v

vx

Fig. 5.20 An interface

between two dielectric layers,

where a polarization surface

charge density is formed
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Using the boundary condition enE
ðþÞ
x;n ¼ enþ1E

ð�Þ
x;nþ1 together with (5.4.12), the

surface force density at the boundary reads

Fx;v ¼ 1

2
e0EðþÞ2

x;v

e2v
e2vþ1

� 1

� 	
: (5.4.13)

This total surface force density may be conveniently divided into two

contributions from the two polarization densities of each layer at the interface.

For this purpose, we may postulate the existence of an infinitesimal vacuum gap

between the two layers, and then the force density is calculated on each of the two

surface polarization charges. The force density on the surface charge of layer n is
given by

Fð�Þ
x;v ¼ 1

2
e0EðþÞ2

x;v e2v � 1
� �

> 0; (5.4.14)

and the force density on the polarization surface charge of layer nþ 1 is

FðþÞ
x;v ¼ � 1

2
e0E

ðþÞ2
x;vþ1 e2vþ1 � 1

� �
< 0; (5.4.15)

and Fx;n ¼ F
ð�Þ
x;n þ F

ðþÞ
x;n . In the two above inequalities, we have assumed that en > 1,

leading to the conclusion that the effect of these forces is to pull each of the two

layers at the interface towards the other, as illustrated in Fig. 5.20.

Finally, the total transverse pressure exerted on all the layers may be found by

integrating the Maxwell stress-tensor (Stratton 1941) over a closed surface. Within

the vacuum core, the relevant Maxwell stress-tensor component Txx for a TM0n

mode reads

Txx ¼ 1

2
e0E2

x �
1

2
e0E2

z �
1

2
m0H

2
y ; (5.4.16)

In the remainder of this sub-section, we consider a planar acceleration structure

as an example. The explicit expressions for the field components of the TM more

were presented in the right column of Table 5.1. For this field distribution the time-

averaged Maxwell stress-tensor is hTxxi ¼ � e0=4ð ÞjE0j2: Enclosing one side of

the waveguide by a rectangular surface, only the Txx component contributes to the

integral, as the Txz component has zero contribution due to symmetry, and the Txy
component is identically zero. Assuming that the laser field decays to zero at

x ¼ �1, the time-averaged transverse pressure exerted by the guided mode on

the Bragg structure located at x ¼ Dint is

hFx;Ti ¼ 1

4
e0jE0j2; (5.4.17)
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the subscript T indicates that this is the total pressure. Hence, for a given

accelerating gradient E0, the total transverse pressure is repelling and is indepen-

dent of the details of the structure. For comparison purposes, we note that this

pressure is 1/4 of the pressure exerted by a plane wave of amplitude E0 incident

perpendicularly upon a perfect metallic plate. Assuming that the gradient of interest

is E0 ¼ 1 GV/m, the total pressure is hFx;Ti ’ 2:2� 10�6 N/mm2.

Based on (5.4.10) the time-averaged volume force densities associated with the

TM acceleration mode are

hfxi ¼ 1

2
Re jo0e0ðer � 1ÞE�

zm0Hy

� �
(5.4.18)

whereas the longitudinal component of the volume force density is zero

hfzi ¼ 1

2
Re �jo0e0ðer � 1ÞE�

xm0Hy

� � ¼ 0; (5.4.19)

and so is the horizontal component fy
� � � 0

The surface force densities are computed using the time-average of (5.4.14) and

it warrants to point out that the total pressure is the sum of all transverse force

densities, and explicitly,

hFx;Ti ¼
X1
n¼0

hFx;ni þ
ðxnþ1

xn

dxhfxðxÞi
2
4

3
5; (5.4.20)

xn denotes the boundary between layer n and layer nþ 1 and n ¼ 0 denotes the core.

The above expressions for the force densities may now be utilized for Bragg

acceleration structures, and particularly, the analysis of two structures made of SiO2

(
ffiffiffiffi
er

p ¼ 1:45) and Si (
ffiffiffiffi
er

p ¼ 3:45) with core half-width Dint ¼ 0:3l0 is given in

Fig. 5.21. In each figure, the frames in the left column correspond to a structure

having the SiO2 as the matching layer adjacent to the core, and the right column

corresponds to a structure with Si as the layer adjacent to the core. When the lower

refractive index is used for the matching layer, the maximum of the volume force

density is obtained inside the second layer (Fig. 5.21c), whereas in the second case,

the maximum is obtained inside the matching layer (Fig. 5.21d).

The total internal pressure at some point within the layers against an external

mechanical enforcement is given by the cumulative sum of both surface and volume

force densities starting from the vacuum core up to the point of interest, similarly to

the sum of (5.4.20), which is up to x ¼ 1. This pressure, which we denote by hFpri,
is depicted in Fig. 5.21e–f. It is seen that in the layers that are close to the vacuum

core, the pressure is negative, pulling these layers towards the core. Farther away

from the core, the pressure becomes positive and approaches hFx;Ti ¼ 1

4
e0jE0j2 (not

seen clearly in the figure due to the scale).
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By calculating the fields inside the dielectric layers given the vacuum field, it is

possible to show that the behavior of the maximal volume force density takes the

form

jhfxijmax ¼ k
p
2

1þ o0Dint

c

� 	2 e1 � 1

e21

" #
e0jE0j2
l0

; (5.4.21)

where k is a constant independent of Dint. When the maximum is obtained in the

matching layer, k ¼ e1
ffiffiffiffiffiffiffiffiffiffiffiffi
e1 � 1

p
, and when the maximum is in the second layer,

k ¼ ðe2 � 1Þ �Z2= �Z2
1, where

�Zn ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
en � 1

p
=en, n ¼ 1; 2 are the normalized transverse

impedances. Since the maximal surface force density occurs at the vacuum-

dielectric interface, we may use this quantity as reference

jhFxijmax ¼
1

4

o0Dint

c

� 	2 e21 � 1

e21
e0jE0j2: (5.4.22)

We have already stated that the total transverse pressure on one of the

Bragg mirrors is hFx;Ti ’ 2:2� 106 N/m2 if we consider an accelerating field of
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Fig. 5.21 Volume force densities in two Bragg structures made of SiO2 (indicated by lighter gray)
and Si. (a–b) Two of the electromagnetic field components, (c–d) volume force densities, and (e–f)
total internal pressure. The left column frames correspond to a structure with SiO2 as the matching

layer, and the right column corresponds to Si as the matching layer
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E0 ¼ 1GV/m. Assuming that one Bragg mirror in the structure has an area of

1mm� 1mm, the total transverse force on the mirror is 2.2 N. For a mirror

thickness of 50 mm and material density of about 2 gr/cm3, we obtain that this

force is 6 orders of magnitude larger than the gravitational force on the mirror,

indicating that the radiation pressure is by no means negligible.

On the other hand, from the perspective of material strength and the possibility

of crack formation, the situation is different. The order of magnitude of the

pressures in the Dint ¼ 0:3l0 Bragg structure including the internal pressure hFpri,
as shown in Fig. 5.21, is of the order of 106 � 107 N/m2. According to rough

theoretical estimates, it would be reasonable to assume that an internal pressure

below EðYÞ=p, where EðYÞ is Young’s modulus, may be sustained without damage to

the structure. Young’s modulus for SiO2 is 72.6 GN/m2, whereas for Si it is

162 GN/m2. It follows that the electromagnetic pressure in the structure under

consideration is at least 3 orders of magnitude below the theoretical threshold

EðYÞ=p. Moreover, even if Dint is increased to 0:8l0, there is a difference of more

than 2 orders of magnitude between the obtained pressure and EðYÞ=p. It is also

worth noting that a gradient significantly larger than 1 GV/m would be unaccept-

able since it would cause material breakdown long before reaching the radiation

pressure damage threshold. We, therefore, conclude that under the assumptions

considered here, the electromagnetic forces on the planar Bragg acceleration

structure do not pose a significant threat to the operation of an optical Bragg

accelerator. A detailed analysis was published by Mizrahi and Sch€achter (2006).

5.5 Transients and Wakes

When several bunches of electrons are injected in a structure, as is the case in

an accelerator they not only interact with the electromagnetic field, which was

prepared for their acceleration, but they also generate a whole spectrum of waves at

different frequencies. These form a so-called wake field, which in turn decelerates

the bunch. In order to visualize the process, imagine a pulse consisting of two

bunches. When the first enters the periodic structure it generates a wake-field and if

this is not “drained” fast enough then it may affect the interaction of the trailing

bunch according to the distance between the two.

Propagation of a pulse in a disk-loaded waveguide should, in principle, account

for all the modes and all the reflections from the disks. The difficulties in the

analysis of transients generated by charged particles in periodic closed structures

arise from the fact that (1) the frequency spectrum of a moving point-charge is

infinite and (2) although the spectrum of frequencies in a closed periodic structure is

discrete, it spans to infinity. The analysis is somewhat simplified by the fact that in

the transverse direction the (evanescent) wave decays exponentially exp �or=cgbð Þ
therefore, the contribution of the high frequencies might be small – at least at low

energies. The situation is different in open periodic structures where, as we already
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indicated, the spectrum is discrete and finite. Therefore, potentially less energy is

induced in the system. In this context Smith-Purcell effect can be regarded as a

transient generated by a moving particle. We also consider the wakes generated in a

Bragg-reflection structure. What we do not consider here is azimuthally asymmetric

modes that may cause deflection forces on the electrons. A qualitative discussion on

this subject is presented in Sects. 4.5 and 8.1.5.

5.5.1 Propagation of a Wave-Packet in a Periodic Structure

In order to illustrate the effect of the periodicity on the propagation of a wave packet
we consider at t ¼ 0 the same wave-packet aðzÞ, in free space and in a periodic

structure. The propagation in free space is represented by a dispersion relation

k2 ¼ o2=c2, therefore a scalar wave function C z; tð Þ is given by

Cðz; tÞ ¼
ð1
�1

dkcðkÞexp �jkzð Þ 1
2
exp jkctð Þ þ exp �jkctð Þ½ �: (5.5.1)

Since at t ¼ 0 this function equals aðzÞ, the amplitudes cðkÞ can be readily

determined using the inverse Fourier transform hence

cðkÞ ¼ 1

2p

ð1
�1

dzaðzÞexp jkzð Þ: (5.5.2)

Substituting back into (5.5.1) we find that

Cðz; tÞ ¼ 1

2
aðz� ctÞ þ aðzþ ctÞ½ �; (5.5.3)

which indicates that the pulse moves at the speed of light in both directions and

asymptotically, it preserves its shape.

In a periodic structure the description of the wave packet is complicated by the

dispersion relation which in its lowest order approximation (e.g., first TM symmet-

ric mode in a waveguide) can be approximated by

oðkÞ ¼ �o� do cosðkLÞ; (5.5.4)

where �o ¼ ðo0 þ opÞ=2 is the average frequency between the low kL ¼ 0ð Þ cut-off
denoted by o0 and the high cut-off kL ¼ pð Þ denoted by op. The quantity do ¼
op � o0ð Þ=2 is half the pass-band width and L is the period of the structure.

Contrary to the previous case k here denotes the wave-number in the first Brillouin

zone. In the framework of this approximation, we can use Floquet’s representation

to write

Cðz; tÞ ¼ Re
X1
n¼�1

ðp=L
�p=L

dkcnðkÞexp joðkÞt� jknz½ �
( )

; (5.5.5)
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where kn ¼ k þ 2pn=L. The amplitudes cnðkÞ are determined by the value of the

function at t ¼ 0 hence

cnðkÞ ¼
1

2p

ð1
�1

dzaðzÞexp jknzð Þ: (5.5.6)

Substituting back into (5.5.5) we have

Cðz; tÞ ¼ Re

1

2p

ð1
�1

dzaðzÞ

�
X1
n¼�1

ðp=L
�p=L

dkexp jt½�o� do cosðkLÞ� � jknðz� zÞf g

2
6664

3
7775: (5.5.7)

At this point, we can take advantage of the generating Bessel function and simplify

the last equation

Cðz; tÞ ¼ Re
1

2p

ð1
�1

dzaðzÞ
X1
n¼�1

ðp=L
�p=L

dkexp j�otð Þ
"

�
X1
n¼�1

JnðdotÞexp jðkL� p=2Þn½ �exp �jknðz� zÞð Þ
#
;

(5.5.8)

which after the evaluation of the integrals and summation (over n) reads

Cðz; tÞ ¼
X1
n¼�1

aðz� nLÞJnðdotÞ cosð�ot� pn=2Þ: (5.5.9)

Figure 5.22 illustrates the propagation of two wave-packets in vacuum (dashed

line) and in a periodic structure. The latter is characterized by �o ¼ 2p� 10 GHz½ �,
do ¼ �o=30 and a spatial periodicity of L ¼ 1 cm. At t ¼ 0 the distribution is a

Gaussian, aðzÞ ¼ exp½�ðz=LÞ2�. In each one of the frames C z; tð Þ was plotted at a

different time as a function of z. Characteristic to all the frames is the relatively

large peak following the front of the pulse.

It is evident that although the front of the pulse propagates at the speed of light

(as in vacuum) the main pulse propagates slower. In fact, a substantial fraction of

the energy remains at the origin even a long time after t ¼ 0. For the parameters

used, the amplitude of the signal at the origin z ¼ 0ð Þ is dominated by the zero

order Bessel function i.e., J0 dotð Þ therefore the energy is drained on a time scale

which is determined by the asymptotic behavior of the Bessel function namely

/ 1=
ffiffiffiffiffiffiffiffi
dot

p
. Clearly the wider the pass-band the faster the energy is drained from

the origin.
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5.5.2 Wake in a Closed Periodic Structure

A point-charge moving in free space generates a broad spectrum of evanescent

waves. This spectrum is attached to the charge and as long as near the particle there

is no obstacle, this spectrum is not altered and the charge may move at a constant

velocity. In the presence of obstacles, this spectrum is partially scattered and these

scattered waves affect the motion of the particle. It is therefore natural to charac-

terize the wake generated by the particle in a periodic structure in terms of the

external power (or force) necessary to apply in order to preserve constant motion.

The electromagnetic wake generated by a relativistic bunch of particles in a

periodic structure or single cavity, that RF accelerators consist of, was the subject of

many studies. However due to the complexity of the problem there are only a few

analytic or quasi-analytic solutions: for example Bane et al. (1981), has developed a

simple model that describes the energy loss of a bunched beam traversing a cavity

attached to a cylindrical waveguide. The calculation was subject to the assumption

of an azimuthally symmetric structure. Later Dome (1985) has extended the

approach to asymmetric modes.

Another quasi-analytic approach was developed by Dome et al. (1991) for the

evaluation of the diffraction of the electromagnetic field created by a charge

traveling on the axis of circular apertures in a set of perfectly conducting infinite

planes. The total field was assumed to be a superposition of the evanescent waves

traveling with the charge itself and the radiation from the plates. Or in other words,

the total field is a superposition of two components: a part generated by the charge

in free space and a part reflected from the plates; together they satisfy the boundary

conditions.
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Fig. 5.22 Propagation of the

wave-packet in vacuum

(dashed line) and in the

periodic structure at four

instants
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In recent years wakes have attracted the attention of many researchers. Several

reviews summarize in a systematic way many of the phenomena and the methods

involved: Heifets and Kheifets (1991), Chao (1993) and Zotter and Kheifets (1998).

For a detailed discussion the reader should consult these publications. In the present

sub-section we focus on an analytic and intuitive approach yet we try to keep the

discussion as general as possible. Explicitly, we determine the maximum field

acting on a point-charge moving in a cylindrical waveguide with periodic wall of

arbitrary but azimuthally symmetric geometry. The gradient is a result of the

electromagnetic field scattered by the periodic wall where the latter is electromag-

netically described by a reflection matrix. The extremum determined here is subject

to the assumption that the absolute value of each diagonal term of this reflection

matrix is smaller than unity.

Consider a point-charge (Q) moving at a constant velocity v0 along the axis of an

azimuthally symmetric structure of periodicity L and arbitrary geometry otherwise.

The nearest point of the waveguide’s wall to the axis is denoted by Rint – see

Fig. 5.23. The current density associated with this charge is given by Jzðr; z; tÞ ¼
�Qv0dðz� v0tÞdðrÞ=2pr and it excites the longitudinal component of the magnetic

vector potential. The latter has two components: a non-homogeneous part (super-

script nh) that based on the free-space Green’s function may be written as

AðnhÞ
z ðr; z; tÞ ¼

ð1
�1

do exp jotð Þ
ð1
�1

dk Aðo; kÞ exp �jkzð ÞK0ðGrÞ (5.5.10)

where G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � ðo=cÞ2

q
, Aðo; kÞ ¼ Qm0v0dðo� v0kÞ=ð2pÞ2 and the homoge-

neous counterpart (superscript h) that reads

AðhÞ
z ðr; z; tÞ ¼

ð1
�1

do exp jotð Þ
ð1
�1

dk Bðo; kÞ exp �jkzð ÞI0ðGrÞ: (5.5.11)

The boundary conditions at r ¼ Rint impose the relation between Aðo; kÞ and

Bðo; kÞ. In general, this relation may be expressed in terms of the reflection
operator (R)

Bðo; kÞ ¼
ð1
�1

dk0 Rðo; k; k0ÞAðo; k0Þ: (5.5.12)

Q
v

Rint

L

LC

Fig. 5.23 Schematics of the

structure under consideration
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Since by virtue of Poynting’s theorem we know that the amount of power in the

wake-field is entirely determined by the reaction-field on the particle, we consider

the longitudinal electric field linked to the homogeneous solution:

EðhÞ
z ðr; z; tÞ ¼

ð1
�1

do exp jotð Þ
ð1
�1

dk
�c2G2

jo

� 	
exp �jkzð ÞI0ðGrÞ

�
ð1
�1

dk0 Rðo; k; k0ÞAðo; k0Þ: (5.5.13)

At this point we may take advantage of the explicit expresion for Aðo; kÞ that
includes a Dirac delta function, therefore at r ¼ 0

EðhÞ
z ðz; tÞ ¼ Qm0v0

ð2pÞ2
ð1
�1

dkdk0ej k
0v0t�kzð Þ �ðG0Þ2c2

jk0v0
Rðo ¼ k0v0; k; k0Þ (5.5.14)

wherein G0 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � b2ðk0Þ2

q
. This expression is general (subject to the previously

mentioned assumptions) and at this point it will be applied to a specific class of

problems i.e., periodic geometry. In this case, we limit the discussion to the

decelerating field averaged over one period (L) of the structure

Ek � v0

L

ðL=2v0
�L=2v0

dtEðhÞ
z ðr ¼ 0; z ¼ v0t; tÞ (5.5.15)

and take advantage of the the Floquet decomposition of the continuous integralÐ1
�1 dk ::: ¼ Ð p=L

�p=L dq
P1

n¼�1 ::::: as well as the simplification of the reflection

operator

Rðo; k; k0Þ � 2pdðq� q0Þrn;mðo; q; q0Þ: (5.5.16)

The latter reflects the fact that a wave scattered by a periodic structure preserves

its frequency and wave-length projection in the the first Brillouin zone but the

harmonics are coupled by the reflection matrix – rn;mðo; qÞ.
Averaging over the period of time it takes the particle to traverse one period of

the structure, resorting to the Floquet decomposition and using the explicit expres-

sion for R in (5.5.16) the expression for the decelerating field is given by

Ek ¼ Q

2pe0g2

ðp=L
�p=L

dq
X
n

jknrnnðo ¼ v0kn; qÞ : (5.5.17)

It should be emphasized that this is an exact expression for the average decelera-
ting field. Practical evaluation of (5.5.16) is relatively easy at non-relativistic

velocities since if the period (L) and the internal radius (Rint) are of the same
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order of magnitude then the argument of the modified Bessel function becomes

significant for jnj> 2 and as a result, only the contribution of the first few harmonics

is not negligible. As the particle becomes relativistic, the number of terms

(harmonics) that have a non-negligible contribution becomes larger and accurate

evaluation of a larger reflection matrix is required. For example if g � 105, Rint=

L � 0:5 then r is a 106 � 106 matrix and obviously the calculation is fairly time-

consuming particularly bearing in mind that for each q and each n the entire matrix

has to be re-calculated. It is therefore natural to search for an upper value of this

integral. With this purpose in mind, we assume that in the ultra relativistic regime,

the absolute value of each diagonal term of the reflection matrix satisfies,

jrnnðo ¼ v0kn; qÞj � K2
0ðjknjRint=gÞ; (5.5.18)

and consequently we found that

Ek � E
ðmaxÞ
k � Q

4pe0R2
int

� 4

ð1
0

dxxK2
0ðxÞ

� �
¼ Q

4pe0R2
int

� 2: (5.5.19)

The last result provides us with extremum value for the longitudinal decelerating

field as a point-charge traverses a periodic structure of arbitrary geometry. Several

aspects are evident: the field is independent of the period or any other geometric

parameter of the structure with exception of Rint. The result in (5.5.19) may be

generalized to include the effect of bunch of finite sizes. For a finite length (Dz) the

average decelerating field may be generalized and it is given by

E
ðmaxÞ
k ¼ Q

4pe0R2
int

� 4

ð1
0

dxxK2
0ðxÞsinc2

1

2
g
Dz

Rint

x
� 	� �

’ Q

4pe0R2
int

� 2

1þ 1
2p g

Dz

Rint

� �3=2

(5.5.20)

Note that if Dz � 0:4Rint and g � 100, the decelerating field is less than 6% of the

original value ðDz ¼ 0Þ.
In a similar way we may determine the maximum power generated byM micro-

bunches each one carrying a charge q and the spacing between two adjacent micro-

bunches is Lb namely

P maxð Þ ¼ �q2v0
4pe0R2

int

� 4

ð1
0

dxxK2
0ðxÞ

XM
m¼1

exp �jxg
Lb
Rint

m

� 	











2

2
4

3
5

¼ �q2M2v0

4pe0R2
int

� 4

ð1
0

dxxK2
0ðxÞ

sinc2 1
2
Mxg Lb

Rint

� �

sinc2 1
2
xg Lb

Rint

� �
2
4

3
5

(5.5.21)
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At the limit gLb=Rint � 1 the integral reaches an asymptotic value 2=Mð Þ or

explicitly

P maxð Þ ¼ �q2M2v0

4pe0R2
int

� 2

M
(5.5.22)

Figure 5.24 reveals the dependence of the normalized power as a function of

the bunch spacing gLb=Rint. We clearly observe that for large normalized spacing

the term in the square brackets reaches its asymptotic value.

5.5.3 Wake Effect in a Bragg Waveguide

Bragg reflection waveguides rely on perfect reflection in predesigned frequency

range(s). Outside this range the electromagnetic power may escape the structure

therefore the effect of a single bunch on the trailing bunches may diminish. This is

one of the main differences between a Bragg reflection waveguide and closed

structures. In this subsection the attention will be directed towards the wake

generated by a train of relativistic bunches with special emphasis on the effect of

the Bragg reflections properties. Figure 5.25 reveals schematically the configuration

under investigation: A train of M bunches each one carrying a charge q moves on

the axis of a vacuum tunnel of radius Rint surrounded by a dielectric medium er; the
spacing between adjacent bunches is denoted by Lb. Beyond the matching layer,

there is a Bragg structure represented here by a reflection coefficient R thus the

magnetic vector potential in the matching layer is given by

Az r; z; tð Þ ¼
ð1

�1
doA oð Þ exp jo t� z

v0

� 	� �

� H
ð2Þ
0 r

o
c

ffiffiffiffiffiffiffiffiffiffiffiffi
er � 1

p� �
þR oð ÞHð1Þ

0 r
o
c

ffiffiffiffiffiffiffiffiffiffiffiffi
er � 1

p� �h i
:

(5.5.23)
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After defining �o � oRint=cð Þ ffiffiffiffiffiffiffiffiffiffiffiffi
er � 1

p
=2er the power generated by the wake is

given by

P ¼ �q2c

4pe0R2
int

2

p

ð1

�1
d�o

1þRð�oÞ
1þ j�o� ð1� j�oÞRð�oÞ

XM
n¼1

exp �j�o �Lbnð Þ













2

¼ �q2M2c

4pe0R2
int

2

p

ð1

�1
d�o

1þRð�oÞ
1þ j�o� ð1� j�oÞRð�oÞ

sinc2 1
2
�o �LbM

� �
sinc2 1

2
�o�Lb

� �
(5.5.24)

where �Lb � 2er Lb=Rintð Þ= ffiffiffiffiffiffiffiffiffiffiffiffi
er � 1

p
denotes the normalized bunch spacing.

Clearly, in the absence of reflections i.e., R ¼ 0;

P0 ¼ �q2c

4pe0R2
int

2

p

XM
n;m¼1

ð1

�1
d�o

exp j�o�Lb n� mð Þ½ �
1þ j�o

¼ �q2c

4pe0R2
int

� 2 2
XM
n;m¼1

exp ��Lb n� mð Þ½ �h n� mð Þ
( )

¼ �q2c

4pe0R2
int

� 2f M; �Lbð Þ

(5.5.25)

where

hðxÞ ¼
0

0:5
1

x< 0

x ¼ 0

x> 0

8<
: (5.5.26)

is the Heaviside step function and f M; �Lbð Þ is the train form factor that can be

evaluated analytically

Reflecting Structure

Vacuum
x

e

y

Electron Bunch

Dielectric

r
f

0
0Rint

Fig. 5.25 A train of M
bunches each one carrying a

charge q moving on the axis

r0 ¼ 0ð Þ of a vacuum tunnel

of radius Rint surrounded by a

dielectric medium er ; the
spacing between adjacent

bunches is denoted by Lb.
Beyond the matching layer,

there is a Bragg structure
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f M; �Lbð Þ � 2
XM
n;m¼1

exp � �Lb n� mð Þ½ �h n� mð Þ

¼ M þ 2 M � 1ð Þ exp ��Lbð Þ þ ::::::þ 2 exp ��Lb M � 1ð Þ½ �

¼ M 1� exp �2�Lbð Þ½ � � 2 exp � �Lbð Þ 1� exp �M �Lbð Þ½ �
1� exp � �Lbð Þ½ �2

(5.5.27)

Four regimes are evident: (1) in case of a single bunch the form factor is unity,

(2) if the length of the train is much smaller than the effective radius of the tunnel,

the form factor is proportional toM2 this is to say that the wake consists of coherent

radiation. (3) In between the form factor is determined by the expression in the third

line

f M; �Lbð Þ ¼

1

M2

M �Lb � 1þ exp �M �Lbð Þ½ �=�L2b
M

M ¼ 1

M �Lb 	 1

�Lb 	 1

�Lb � 1

8>>><
>>>:

(5.5.28)

whereas (4) if the train length is large the power is proportional to the number of

bunches in the train. Note that each bunch is assumed to be a point-charge.

Let us now repeat the analysis from the above but accounting for reflections from

the Bragg structure, namely

P ¼ �q2c

4pe0R2
int

2

p

ð1

�1
d�o

1
1�R �oð Þ
1þR �oð Þ þ j�o

XM
n¼1

exp �j�o�Lbnð Þ













2

(5.5.29)

In order to account for the special character of the reflection matrix describing a

Bragg structure let us assume that there is a set of normalized frequencies and their

vicinity �o� �oij j � d�oi=2 wherein R ¼ 1 and zero otherwise. For an analytic

estimate we push this assumption to the extreme and consider the limiting case
when the reflection coefficient is unity over the entire spectrum

P1 ¼ �q2c

4pe0R2
int

2

p

ð1

�1
d�o

1

j�o

XM
n¼1

exp �j�o�Lbnð Þ













2

(5.5.30)

implying

P1 ¼ �q2c

4pe0R2
int

� 2 2
XM
n;m¼1

h n� mð Þ
" #

¼ �q2c

4pe0R2
int

� 2M2: (5.5.31)
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Obviously, for a train ofM point-charges when the radiation is reflected from the

structure back to axis where the electrons are, the emitted power reaches the

maximum value. In case of an open structure R ¼ 0ð Þ, the power generated by

the electrons reaches the limit of the closed structure only if the train length is much

shorter that the tunnel radius.

For a more realistic assessment of the reflections effect, one may consider a

perfect reflector (Ez ¼ 0) located at r ¼ Rext >Rint for which the reflection coeffi-

cient is

R ¼ �H
ð2Þ
0 ðLRextÞ

H
ð1Þ
0 ðLRextÞ

H
ð1Þ
0 ðLRintÞ

H
ð2Þ
0 ðLRintÞ

’ �e�2j�o�r (5.5.32)

wherein it is tacitly assumed that LRint � 1 and �r � 2erðRext � RintÞ=Rint; this last

parameter represents the normalized distance where the reflection occurs. Explic-

itly, the power is given by

P ¼ �q2c

4pe0R2
int

2

p

ð1

�1
d�o

1
1

j tan �o�rð Þ þ j�o

XM
n¼1

exp �j�o�Lbnð Þ













2

(5.5.33)

and its detailed analysis is formulated as an exercise (5.10) at the end of this

chapter.

Exercises
5.1 Based on the solution for Azðr; zÞ in Sect. 5.1 determine the Floquet

representation of the magnetic vector potential (TM01). In other words

write

Azðr; zÞ ¼ J0 p1
r

R

� �X
n

anðkÞexp �jknzð Þ

and determine anðkÞ.
5.2 Find all the waves which can propagate between f ¼ 0 and 20 GHz,

including asymmetric modes for the system described in Sect. 5.1.

Repeat this exercise for the branches of the TE modes.

5.3 For the parameters in Figs. 5.2 and 5.3 consider N cells and calculate

(using the transmission matrix formulation harnessed in Sect. 5.1) the

transmission coefficient and analyze it in the frequency range where if

N ! 1 the system were in the forbidden gap. Hint: show that the

transmission coefficient decays exponentially with N.
5.4 Consider a 3D dielectric structure e x; y; zð Þ periodic in all three

dimensions Lx; Ly; Lz
� �

. Based on Maxwell’s equations, show that the

dispersion relation has the same form as the one in (5.1.32).
(continued)
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5.5 Analyze the coupling of spatial harmonics for the system in Sect. 5.3 in

a similar way as in Sect. 5.2.2.

5.6 Determine the expression for the reflection matrix defined in (5.3.36)

Use it to analyze the decelerating force as prescribe in (5.3.39).

5.7 In the context of Sect. 5.3.3, calculate the force which acts on the

moving charge. Based on this expression, determine the total power

emitted.

5.8 Repeat the calculation of the propagation of a transient in a periodic

structure (Sect. 5.4) but this time for a TEM-like mode. [Hint: consider

o ¼ op sin kL=2ð Þ.]
5.9 Extend the expression for the maximum power emitted by a point

charge in a periodic structure as expressed in (5.5.19) to include the

effect of a finite radius Rbð Þ.
5.10 For the evaluation of the power emitted by a train of electrons in a

closed structure (5.5.33), define the dispersion relation

D �oð Þ ¼ �o� cot �o�rð Þ

which determines the poles of the integral, D �oið Þ ¼ 0; note that if

�oi is a solution, � �oi is a solution too. By expanding D �oð Þ ’
�o� �oið Þ dD

d�o

� �
�o¼�oi

in the vicinity of the poles and employing the Cauchy

residue theorem show that

P ¼ �q2c

4pe0R2
int

� 2
XM
n;m¼1

X1
i¼1

ai cos �oi
�Lb n� mð Þ½ �h n� mð Þ

What is ai? Find an analytic expression for
PM

n;m¼1

cos �oi
�Lb n�mð Þ½ �

h n�mð Þ and compare the train form factor with the two extremes

presented in the text.
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Chapter 6

Quasi-Periodic Structures

Periodic structures play an important role in the interaction of electrons with waves

since they support harmonics of phase-velocity smaller than c and with an adequate
design, this velocity can be set equal to the average velocity of the electrons. In

particular, in extraction structures, as the electrons interact with the wave and lose

energy, they slip out of phase and consequently, the interaction is degraded. In order

to avoid this situation the phase velocity of the wave has to be adjusted and the

geometry change associated with this process should be designed for minimum

reflections, otherwise the system oscillates. In a similar way, in photo-injectors,
electron bunches are accelerated from zero velocity to virtually the speed of light in

a relatively short distance (typically 1.5 period) and therefore, the design needs to

account for the accelerating bunch such that the latter experiences maximum (rf)

electric field.

In a periodic structure, at a given frequency and single mode operation, the

electromagnetic wave is characterized by a single wave-number k and quantities

like phase velocity, group velocity and interaction impedance are well defined. In

principle, if the structure is no longer periodic the field cannot be represented by

a single wave-number except if the variations are adiabatic in which case these

characteristics are assumed to be determined by the geometry of the local cell.
Adiabatic perturbations in the geometry may improve the efficiency from a few

percent level in uniform structures to the 30% level. But one cannot expect to

achieve 60–80% efficiency by moderate variation of the structure, bearing in mind

that in contrast to accelerators where these changes occur over many wavelengths,

in traveling-wave extraction structures these changes should occur in one or, at the

most, two wavelengths.

Non-adiabatic change of geometry dictates a wide spatial spectrum in which

case the formulation of the interaction in terms of a single wave with a varying

amplitude and phase is inadequate. In fact, the electromagnetic field cannot be

expressed in a simple (analytic) form if substantial geometric variations occur from

one cell to another. To be more specific: in a uniform or weakly tapered disk-loaded

waveguide, the beam-wave interaction is analyzed assuming that the general func-

tional form of the electromagnetic wave is known i.e., AðzÞ cos½ot� kz� fðzÞ� and

L. Sch€achter, Beam-Wave Interaction in Periodic and Quasi-Periodic Structures,
Particle Acceleration and Detection, DOI 10.1007/978-3-642-19848-9_6,
# Springer-Verlag Berlin Heidelberg 2011
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as indicated in Chap. 4 the beam affects the amplitude AðzÞ and the phase fðzÞ.
Furthermore, it is assumed that the variation due to the interaction is small on the

scale of one wavelength of the radiation. Both assumptions are not acceptable in the

case of a structure designed for high efficiency interaction. In order to emphasize

even further this difficulty, we recall that a non-adiabatic local perturbation of

geometry affects global electromagnetic characteristics, this is to say that a change

in a given cell affects the interaction impedance or the group velocity several cells

before and after the point where the geometry was altered.

In order to overcome these difficulties, we present in the first part of this chapter,

an analytical technique that was developed in order to design and analyze quasi-

periodic metallic structures of the type discussed in Chap. 5. The method relies on a

model consisting of a cylindrical waveguide to which a number of pill-box cavities

and radial arms are attached. In principle, the number of cavities and arms is

arbitrary. We formulate the boundary condition problem in terms of the amplitudes

of the electromagnetic field in the cavities and arms. The elements of the matrix,

which relates these amplitudes with the source term, are analytic functions and no

a-priori knowledge of the functional behavior of the electromagnetic field is

necessary. In Sect. 6.1 we examine the homogeneous electromagnetic characteristic

of quasi-periodic structures. We further develop this technique to include Green’s

function formulation in Sect. 6.2 followed by the investigation of space-charge

waves (Sect. 6.3) within the framework of the linear hydrodynamic approximation

for the beam dynamics. In Sect. 6.4 the method is further generalized to include

effects of large deviations from the initial average velocity of the electrons by

formulating the beam-wave interaction in the framework of the macro-particle

dynamics. In Sect. 6.5 we employ the quasi-periodic structure for investigating

the electromagnetic wake generated by a bunch moving in the vicinity of a finite

roughness surface. In the last section, we present a simple analytic model for

another system wherein the quasi-periodic structure plays a crucial role namely,

the photo-injector. However, since the beam loading in the framework of the model

presented is not dominant, we consider an analytic formulation. Additional aspects

of beam-wave interaction in quasi-periodic structures will be discussed in Chap. 7

in the context of a free-electron laser with a tapered wiggler.

The study regarding output structures presented in this chapter was triggered

by research conducted at Cornell University. In the introduction to Chap. 4 we

indicated that power levels in excess of 200 MW were generated in a 50 MHz

bandwidth. The 200 MW generated with this structure were accompanied by

gradients larger than 200 MV/m and no rf breakdown was observed experimentally.

However, for any further increase in the power levels, it is necessary to increase the

volume of the last two or three cells in order to minimize the electric field on

the metallic surface. The system becomes then quasi-periodic. In order to envision

the process in a clearer way let us assume that 80% efficiency is required from our

source. If the initial beam is not highly relativistic, which is the case in most

systems, such efficiency implies a dramatic change in the geometry of the structure

over a short distance. Specifically, for a 500 keV beam, the initial velocity is v0 �
0:86c and 80% efficiency would imply a phase velocity of 0:55c at the output. This
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corresponds to a 36% change in the phase velocity and a similar change will be

required in the geometry, which is by no means an adiabatic change when it occurs

in one period of the wave.

Based on our experience there are three main difficulties associated with an

extraction section based on a quasi-periodic traveling-wave structure. (1) Reduction

of the reflections primarily at the output end of the structure in order to maintain a

clean spectrum and to avoid oscillations, (2) taper the output section to avoid

breakdown and (3) compensate for the decrease in the velocity of the electrons.

The technique presented in the next 4 sections enables us to optimize these

conflicting requirements.

6.1 Homogeneous Solution

The model used to analyze a quasi-periodic structure consists of a set of radial arms

and pill-box cavities attached to a cylindrical waveguide. Their number and order is

arbitrary. However for this presentation we consider a situation in which the input

arm is the first cell (subscript 1) and the output arm is the last (subscript N) – as

illustrated in Fig. 6.1. Each aperture, whether it corresponds to a cavity or an arm,

has a width denoted by dn where n is the index ascribed to each unit (n ¼ 1; 2 � � �N);
N is the total number of cells and arms. The height, width and separation of each

cavity can be arbitrary. Only the internal radius ðRintÞ has to be the same throughout

the device. The height of each cavity is determined by its external radius denoted by

Rext;n. A cylindrical coordinates system is used: its origin is chosen in the center

of the first aperture. Furthermore, the system is azimuthally symmetric and so is the

electromagnetic excitation. Consequently, throughout this chapter we consider

only symmetric transverse magnetic (TM) modes. Specifically, in this section we

examine the transmission and reflection characteristics.

One way to analyze the electromagnetic characteristics of such a structure is

by mode decomposition and formulating the boundary condition problem in terms

of a transmission matrix from each discontinuity – see Sect. 2.5.2. This method is

addressed in literature (Mittra and Lee 1971 or Lewin 1975), but its performance is

poor whenever more than one discontinuity is involved. This is due to the large and

small numbers evolving from the evanescent modes associated with each disconti-

nuity and their advance from one discontinuity to another.

d

RintRext

z1=0

z

Fig. 6.1 Schematic of the

model used for investigation

of quasi-periodic structures
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6.1.1 Definition of the Model

Contrary to a periodic structure, where the field in the inner cylinder (0<r<Rint) can

be represented by Floquet series, in this system we have to consider the entire

spatial spectrum of waves, therefore the magnetic vector potential reads

Azðr; z;oÞ ¼
ð1
�1

dkAðkÞI0ðGrÞexp �jkzð Þ; (6.1.1)

where G2 ¼ k2 � o2=c2 and I0ðxÞ is the zero order modified Bessel function of the

first kind. All the transients are assumed to be zero or in other words, the system

has reached a steady state regime thus a phasor notation exp jotð Þ, is adopted. In
the arms or grooves the electromagnetic field should be represented by a super-

position of modes which satisfy the boundary conditions on the metallic walls. In

principle an infinite number of such modes are required. However, as long as the

vacuum wavelength is about 5 times larger than the groove or arm width, the first

mode [transverse electric and magnetic (TEM)] is sufficient for most practical

purposes. This assumption is by no means critical for the present analysis and the

calculation is similar when a larger number of modes are required, however we

use it since it makes the presentation simpler. In order to quantify this statement

let us give a simple example of a periodic disk-loaded structure: consider the

case whereby Rext ¼ 15.9 mm, Rint ¼ 9.0 mm, the period of the system is

10.0 mm and the disk is 5 mm wide. It is required that the phase advance per

cell will be 120� at 9 GHz. With 39 spatial Floquet harmonics, the lower cutoff

frequency (kL ¼ 0) was calculated to be 8.206 GHz using three modes (TEM,

TM01 and TM02) in the grooves, with two modes (TEM and TM01) the cutoff was

8.192 GHz and 8.192 GHz when only the TEM mode was used. For the higher

cutoff (kL ¼ p) the calculated frequencies were 9.270 GHz, 9.229 GHz and

9.229 GHz correspondingly. Thus in the regime of interest the typical error

associated with the higher modes omission in the grooves is expected to be of

the order of 1% or less.

Within the framework of this approximation we can write for the magnetic

vector potential in the input arm,

Azðr; z;oÞ ¼ AinH
ð1Þ
0

o
c
r

� �
þ D1H

ð2Þ
0

o
c
r

� �
; (6.1.2)

where H
ð1Þ
0 ðxÞ and Hð2Þ

0 ðxÞ is the zero order Hankel function of the first and second
kind respectively; Ain represents the amplitude of the incoming wave and D1 is the

amplitude of the reflected wave which is yet to be determined. In the nth
(1< n<N) groove we have

An
z ðr; z;oÞ ¼ DnT0;n

o
c
r

� �
; (6.1.3)
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where Dn is the amplitude of the magnetic vector potential,

T0;n
o
c
r

� �
¼ J0

o
c
r

� �
Y0

o
c
Rext;n

� �
� Y0

o
c
r

� �
J0

o
c
Rext;n

� �
(6.1.4)

subsequently, we also use the function

T1;n
o
c
r

� �
¼ J1

o
c
r

� �
Y0

o
c
Rext;n

� �
� Y1

o
c
r

� �
J0

o
c
Rext;n

� �
(6.1.5)

Finally, in the output arm,

Azðr; z;oÞ ¼ DNH
ð2Þ
0

o
c
r

� �
; (6.1.6)

represents a cylindrical outgoing wave.

In order to determine the various amplitudes we next impose the boundary

conditions in a way that is similar to the case of a periodic structure but we no

longer consider a single cell to characterize the entire system, instead we examine

each individual region. From the condition of continuity of the longitudinal electric
field we can conclude that

AðkÞ ¼ � 1

2p
a2

D2I0ðDÞ
AinH

ð1Þ
0 ðaÞd1L1ðkÞ þ

XN
n¼1

Dnc0;ndnLnðkÞ
" #

; (6.1.7)

where a ¼ oRint=c is the normalized angular frequency, D ¼ GRint is the nor-

malized wave-number in the radial direction and

LnðkÞ ¼ 1

dn

ðznþdn=2

zn�dn=2

dzexp jkzð Þ; (6.1.8)

zn is the location of the center of the nth groove or arm and in the first cell its value is

zero (z1 ¼ 0). The function

cn;n ¼ H
ð2Þ
n ðaÞ n ¼ 1 or n ¼ N;

Tn;nðaÞ n 6¼ 1 or n 6¼ N;

�
(6.1.9)

is a generalized function defined in the aperture of either the grooves or the arms

and n ¼ 0; 1.
Imposing the continuity of the tangential magnetic field on each aperture we

find

AinH
ð1Þ
1 ðaÞdn;1 þ Dnc1;n ¼ � 1

a

ð1
�1

dkAðkÞDI1ðDÞL�nðkÞ: (6.1.10)
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It is now convenient to substitute (6.1.7) in (6.1.10) in order to represent the entire

electromagnetic problem in terms of the amplitudes of the mode in the grooves

and arms i.e.

XN
m¼1

Mn;mDm ¼ Sn; (6.1.11)

where

Mn;m ¼ c1;ndn;m � c0;mwn;m;

Sn ¼ �H
ð1Þ
1 ðaÞdn;1Ain þ H

ð1Þ
0 ðaÞwn;1Ain;

(6.1.12)

and

wn;m ¼ dma
2p

ð1
�1

dk
I1ðDÞ
DI0ðDÞ L

�
nðkÞLmðkÞ: (6.1.13)

In principle, with the matrix M established, the electromagnetic problem is

solved.

6.1.2 Evaluation of Green’s Function

Our next step is to simplify the expression for the matrixM and for this purpose, we

evaluate the integral that defines the matrix w in terms of analytic functions using

Cauchy’s residue theorem. First we substitute the explicit expressions for LnðkÞ
from (6.1.8); the result is

wn;m ¼ dma
2p

1

dm

ðzmþdm=2

zm�dm=2

dx1
1

dn

ðznþdn=2

zn�dn=2

dx2 �
ð1
�1

dk
I1ðDÞ
DI0ðDÞ exp jkðx1 � x2Þ½ �:

(6.1.14)

If we now examine the integrand we observe that there are an infinite set of poles

which correspond to I0ðDÞ ¼ 0 since the modified Bessel function and the regular

one [J0ðxÞ] are related thus we realize that the condition above is satisfied for

k2 ¼ ðo=cÞ2 � ðps=RintÞ2; here ps are all the zeros of the zero order Bessel function
of the first kind i.e., J0ðpsÞ 	 0. According to Cauchy’s theorem the contribution

to the integral will come from the poles of the integrand thus the last integral in

(6.1.14) reads

1

2p

ð1
�1

dk
I1ðDÞ
DI0ðDÞ exp jkðx1 � x2Þ½ � ¼ 1

pR2
int

X1
s¼1

ð1
�1

dk
exp jkðx1 � x2Þ½ �

k2 þ G2
s

;

(6.1.15)
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wherein G2
s ¼ ðps=RintÞ2 � ðo=cÞ2. The last integral corresponds to Green’s func-

tion for a uniform waveguide and it is easily evaluated as Gðx1jx2Þ ¼
p=Gsð Þsexp �Gs x1 � x2j jð Þ. This result enables us to express the matrix w in terms

of analytic functions. Moreover, the integration over x1 and x2 in (6.1.15) can be

performed explicitly

wn;m ¼ a
R2
int

X1
s¼1

2

G2
s

1� expð�Gsdn=2ÞsinhcðGsdn=2Þ½ � n ¼ m;

ðdm=GsÞexp½�Gsjzn � zmj�sinhcðGsdn=2Þ
�sinhcðGsdm=2Þ n 6¼ m;

8>><
>>:

(6.1.16)

in this expression sinhcðxÞ ¼ sinhðxÞ=x. The electromagnetic problem was now

simplified to the inversion of a matrix whose components are analytic functions.

6.1.3 Transmission and Reflection

In order to test the method we used a set of identical cells. We were able to calculate

the pass-band in the transmission coefficient and it fits very well that calculated

using the dispersion relation of an infinite periodic structure. The following exam-

ple illustrates the potential of this method: our first goal is to determine what

should be the location of the arms to feed power adequately into a 9 cell structure

(Rext ¼ 14.2 mm, Rint ¼ 6.2 mm, L ¼ 12 mm and d ¼ 6 mm). Figure 6.2

illustrates the geometry of the narrow band structure with 9 cavities and two

arms. In the first case, the arms are 6 mm from the adjacent cells (see lower system)

and we observe that the average transmission coefficient, as illustrated in the lower

curves, is about �20 dB. Thus, the bandwidth is much narrower than that of a

practical source and to this extent, the fact that the peaks reach the 0 dB level

becomes irrelevant to any experimental consideration. For this reason, we prefer to

consider the average transmission coefficient in a range of frequencies. As the

length of the waveguide between the arm and adjacent cell was shortened to 1 mm

(both at the output and input), the transmission coefficient increases dramatically

to an average value of �3 dB.
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Fig. 6.2 Power transmitted

for two geometries. The upper

geometry corresponds to the

upper curve and the distance

between the groove and the

arm is 1 mm. In the lower

geometry and corresponding

curve this distance is 6 mm.
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Let us now assume that we have matched the system for a given frequency, i.e.,

the transmission coefficient in dB, defined by 10 logðjDN j2dN=jAinj2d1Þ, is zero. It is
known that in a narrow pass-band structure high gradients may develop in the (high

power) interaction process – in particular in the last couple of cells. In order to

avoid rf breakdown the volume in which the electromagnetic energy is stored has to

be increased, thus reducing in the process the energy density, and consequently

reducing the field. As first attempt, we consider a linear tapering of the external

radius of the last three cells. In the process, the width of these cells and their

separation was varied in a wide range of parameters to bring the transmission

coefficient to 0 dB at given frequency and the best we could achieve was �3 dB

which is not acceptable (see Fig. 6.3). At this stage, we returned to the initial

geometry but doubled the external radius of the last two cells. These cavities have

two (rather than one) resonant frequencies, one of which is close to that of a cavity

in the uniform structure. After some fine-tuning, we obtained the transmission
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which is optimized to the required frequency – as indicated in the lower frame of

Fig. 6.3.

This example emphasizes the dual way we can examine a quasi-periodic struc-

ture: as a traveling-wave structure or as a set of coupled cavities. It is the latter

which is of great importance in the design of extraction regions since, as we

indicated above, quantities like phase or group velocity have practically no mean-

ing when the geometry of the structure varies rapidly in space. Such variation is a

direct result of the broad spectrum of wave-numbers compared to a single wave-

number in a regular periodic structure.

6.2 Non-homogeneous Solution

The homogeneous solution presented above assumes that the source of the electro-

magnetic field is far away from the structure and the arm guides the electromagnetic

energy into the system. In this section, we consider the case when the source is in

the structure. By virtue of linearity of Maxwell equations, we may assume that the

remote sources are zero and we calculate only the contribution of the inner source.

A general solution is obviously a superposition of the two solutions.

6.2.1 Green’s Function

When a current distribution is present in the structure, we have to solve the non-

homogeneous wave equation

r2 þ o2

c2

� �
Azðr; z;oÞ ¼ �m0Jzðr; z;oÞ; (6.2.1)

and we proceed by calculating Green’s function of the system. For this purpose,

consider, instead of the general source of the above, a simple one, namely a narrow

ring located at z ¼ z0 and r ¼ r0 which is a source to a field az that satisfies

r2 þ o2

c2

� �
azðr; zjr0; z0Þ ¼ � 1

2pr
dðr � r0Þdðz� z0Þ; (6.2.2)

and when subject to the same boundary conditions as Az it is exactly Green’s

function of the system. In the absence of any boundaries this function is given by

(see Sect. 2.4.1)

azðr; zjr0; z0Þ ¼
ð1
�1

dkgkðrjr0Þ exp �jk z� z0ð Þ½ �; (6.2.3)
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where

gkðrjr0Þ ¼ 1

ð2pÞ2
I0ðGrÞK0ðGr0Þ for 0 
 r 
 r0;
K0ðGrÞI0ðGr0Þ for r0 
 r<1:

�
(6.2.4)

Accordingly, the solution for the vector magnetic potential reads

Azðr; z;oÞ ¼ 2pm0

ðRb

0

dr0r0
ð1
�1

dz0azðr; zjr0; z0ÞJzðr0; z0;oÞ

þ
ð1
�1

dkAðkÞexp �jkzð ÞI0ðGrÞ:
(6.2.5)

The second term is the solution of the homogeneous equation, which does not

diverge on axis and is a direct result of the presence of the metallic surface; Rb is the

radius of the source. In the region outside the source (r � Rb), this expression can

also be written as

Azðr>Rb; z;oÞ ¼
ð1
�1

dk BðkÞK0ðGrÞ þ AðkÞI0ðGrÞ½ �exp �jkzð Þ; (6.2.6)

where

BðkÞ ¼ m0
2p

ðRb

0

dr0r0I0ðGr0Þ
ð1
�1

dz0exp jkz0ð ÞJzðr0; z0;oÞ; (6.2.7)

is the spatial Fourier transform of the current density. For the boundary condition

problem the relevant components of the electromagnetic field are

Ezðr>Rb; z;oÞ ¼ c2

jo

ð1
�1

dkð�G2Þ BðkÞK0ðGrÞ þ AðkÞI0ðGrÞ½ �exp �jkzð Þ;

Hfðr>Rb; z;oÞ ¼ � 1

m0

ð1
�1

dkðGÞ �BðkÞK1ðGrÞ þ AðkÞI1ðGrÞ½ �exp �jkzð Þ:
(6.2.8)

In the grooves and arms the solution is identical with (6.1.2)–(6.1.6) except that

Ain 	 0. When imposing the continuity of the longitudinal component of the

electric field, we obtain

�2p
D2

a2
½BðkÞK0ðDÞ þ AðkÞI0ðDÞ� ¼ D1H

ð2Þ
0 ðaÞd1L1ðkÞ

þ
XN�1

n¼2

DnT0;nðaÞdnLnðkÞ

þ DNH
ð2Þ
0 ðaÞdNLNðkÞ; (6.2.9)
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and the continuity of the azimuthal magnetic field provides us with an additional

set of equations similar to (6.1.10):

aDnc1;n ¼
ð1
�1

dkD BðkÞK1ðDÞ � AðkÞI1ðDÞ½ �L�
nðkÞ: (6.2.10)

In these two equations LnðkÞ was defined in (6.1.8). Based on these two equations
we can determine the amplitudes Dn in the arms and grooves by substituting

(6.2.9) in (6.2.10). The result is similar to the homogeneous case:

XN
m¼1

Mn;mDm ¼ Sn; (6.2.11)

except that the source term is now given by

Sn ¼ 1

a

ð1
�1

dk
1

I0ðDÞBðkÞL
�
nðkÞ: (6.2.12)

In this expression we used the property of the modified Bessel functions:

I0ðxÞK1ðxÞ þ I1ðxÞK0ðxÞ ¼ 1=x. Expression (6.2.11) indicates that if we know the

source term Sn we can determine all the amplitudes Dn using the inverse of exactly

the same matrixMwe defined in the previous section. Therefore, we next direct our

efforts to simplify the expression for the source term Sn.
Based on the definition of BðkÞ in (6.2.7) we can write

Sn ¼ m0
a

ðRb

0

dr0r0
ð1
�1

dz0Jzðr0; z0;oÞsnðr0; z0Þ; (6.2.13)

where

snðr0; z0Þ ¼ 1

2p

ð1
�1

dk
I0ðGr0Þ
I0ðDÞ L�

nðkÞexp jkz0ð Þ: (6.2.14)

Thus in order to simplify the source term Sn one has first to simplify the function

snðr0; z0Þ. We substitute the explicit expression for LnðkÞ and then evaluate the

integral on k based on Cauchy’s residue theorem; the result is

sðr0; z0Þ ¼ 1

2p
1

dn

ðznþdn=2

zn�dn=2

dz
X1
s¼1

2psJ0ðpsr0=RintÞ
R2
intJ1ðpsÞ

p
Gs
exp �Gsjz� z0jð Þ: (6.2.15)
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Our next step is to perform the integration over z thus

Sn ¼ m0
a

ðRb

0

dr0r0
ð1
�1

dz0Jzðr0; z0;oÞ
X1
s¼1

psJ0ðpsr0=RintÞ
GsR

2
intJ1ðpsÞ

ss;nðz0Þ; (6.2.16)

where

ss;nðzÞ 	 1

dn

ðznþdn=2

zn�dn=2

dxe�Gs jx�zj

¼
exp �Gsjz� znjð Þsinhc 1

2
Gsdn

� �
forjz� znj> dn

2
;

2

Gsdn
1� exp � 1

2
Gsdn

� �
cosh Gsðz� znÞ½ �

� 	
forjz� znj< dn

2
:

8>>><
>>>:

(6.2.17)

Formally, this concludes the formulation of the boundary condition problem in

(6.2.11) and in the remainder we present two examples.

6.2.2 Stationary Dipole

Further simplification of the analysis is possible by making the following

assumptions: (1) the current density varies very slowly in the transverse direction

such that it can be considered constant. (2) We examine a Dirac delta function

current distribution in the longitudinal direction, such that the field due to any other

current distribution can be represented as a superposition of such point sources i.e.

Jzðr; zÞ ¼ I

pR2
b

Dzdðz� zcÞhðRb � rÞ; (6.2.18)

hðxÞ is the regular step function. In this expression I is the dipole’s current, Dz

is its characteristic length and zc is its longitudinal location. This is a stationary

(motionless) dipole, which oscillates at an angular frequency o. With these

assumptions and bearing in mind that

ðRb

0

drrJ0ðpsr=RintÞ ¼ RbRint

1

ps
J1 ps

Rb

Rint

� �
; (6.2.19)

the source term in (6.2.11) is given by

Sn ¼ m0IDz

paRb

X1
s¼1

J1ðpsRb=RintÞ
J1ðpsÞ

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2s � a2

p ss;nðzcÞ: (6.2.20)
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In order to present the radiation emitted by such a stationary dipole it is

convenient to normalize both the source term and the amplitude with the term a 	
m0IDz=ðpRbÞ hence �Sn ¼ Sn=a and �Dn ¼ Dn=a. The average power which flows

through the nth arm is Pn ¼ 2odnjDnj2=m0. Accordingly, the average normalized

power flowing through each one of the arms in the structure is

�Pn 	 Pn
1

2
�0I

2 D2
z

pR2
b

� ��2

¼ 4

p
dn
Rint

aj �DnðaÞj2; (6.2.21)

here, the index n indicates the input or output arms only i.e., n ¼ 1 represents the

input arm and n ¼ N, the output. First to be examined was the effect of the arm

location on the radiation emitted by a single dipole and for this purpose two

quantities are defined: the total emitted power, ðPtotÞdB 	 10 logð �P1 þ �PNÞ, and
the ratio between the power emitted in the output arm and input arm i.e.,

ðPN=P1ÞdB 	 10 logð �PN= �P1Þ. The geometry considered next is somewhat different

than in the previous section: Rext ¼ 17.3 mm, Rint ¼ 9 mm, L ¼ 10.4 mm and

d ¼ 1.4 mm. This choice of parameters was determined by the need to increase the

internal radius of the structure while at the same time maintain the group velocity

relatively low. The phase advance per cell was chosen to be 120� at 9 GHz which is
the resonant frequency with a 1 MeV electron.

Figure 6.4 illustrates the power emitted by a dipole oscillating at 9 GHz as its

location varies along the structure, for two different geometries. The upper frame

represents the case we showed previously to be the optimal from the point of view

of feeding the system; namely, minimum distance between the arms and adjacent

cavities (gin ¼ gout ¼ 1mm). In the lower frame, the separation of the input arm is

gin ¼ g1 ¼ 5mm. There are several features, which should be emphasized. First,

for the upper frame there is a clear pattern of larger emission when the dipole is in

the cavity region compared to the case when it oscillates in the space between two

cavities. Second, comparing the power in the output arm with that in the input arm

for the upper case we observe that both are of the same order of magnitude. Thirdly,

breaking the symmetry of the system (gin ¼ 5mm), causes a preferred direction of

emission towards the output (since the input is “blocked”) as indicated in the lower

frame. Note that although the dipole current is the same, the peak power is larger. In

addition, the clear pattern of maximum power obtained when the dipole is in the

cavity (see Fig. 6.4, upper frame) is not as clear in the case shown in the lower

frame of Fig. 6.4.

Another case of interest is to examine the effect of the length of the drift regions

between two adjacent cavities. We increased the distance between the third and the

fourth cavity from 9 mm to g4 ¼ 20mm. The effect is illustrated in the upper frame

of Fig. 6.5, and the lower frame shows the case when g3 ¼ 20mm. After examining

the previous case, the results are intuitive: in the first part of the structure, the

emission is primarily towards the input arm whereas in the second part, practically

all the radiation is emitted through the output arm. It should be mentioned that

since the current density is imposed, the emitted power is a direct measure of the
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longitudinal component of the electric field in the structure. As such, we observe

that the main difference between the upper and lower frame is the field pattern –

directly associated with the change in the geometry. We subsequently return to this

geometry since it can simulate the operation of a two-stage traveling-wave structure

or a klystron with a traveling-wave output.

6.2.3 Distributed Current Density

In a uniform section of a traveling-wave amplifier the modulation amplitude grows

exponentially. In this subsection we calculate the electromagnetic field generated

when imposing a current density similar to that developing in the interaction

process in a traveling-wave amplifier. The current density is given by

Jzðr; z;oÞ ¼ J0exp �jKzð ÞhðRb � rÞ; (6.2.22)

K is a complex wave-number which represents the phase advance and the amplitude

variation. According to (6.2.13) the source term is
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Sn ¼ J0m0
a

Rb

Rint

X1
s¼1

R2
intffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p2s � a2
p J1ðpsRb=RintÞ

J1ðpsÞ

� 1

Rint

ð1
�1

dze�jKz

ðznþdn=2

zn�dn=2

dz0

dn
exp �Gsjz� z0jð Þ:

(6.2.23)

Changing the order of integration, we have

1

Rint

ð1
�1

dze�jKz � � � ¼ 1

dn

ðznþdn=2

zn�dn=2

dz0
1

Rint

ð1
�1

dzexp �jKz� Gsjz� z0jð Þ;

(6.2.24)

thus

Sn ¼ 2
J0R

2
bm0
a

Rint

Rb

X1
s¼1

J1ðpsRb=RintÞ
J1ðpsÞ

sincðKdn=2Þ
p2s � a2 þ ðKRintÞ2

e�jKzn : (6.2.25)

According to the coefficient in this expression we define the normalization

factor a 	 2J0m0RbRint which entails that �Dn ¼ Dn=a and �Sn ¼ Sn=a. With these

quantities the normalized average emitted power reads
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�Pn ¼ Pn

1
2
�0ðJ0pR2

bÞ2
¼ 16

p2
dn
Rb

Rint

Rb

aj �DnðaÞj2: (6.2.26)

In order to describe phenomenologically the saturation effect we can consider a

current density function that has the form

Jzðr; z;oÞ ¼ J0 1� z

dsat

� �
e�jKzhðRb � rÞ; (6.2.27)

in which case the source term is

Sn ¼ 2
J0R

2
bm0
a

Rint

Rb

�
X1
s¼1

J1ðpsRb=RintÞ
J1ðpsÞ 1þ j

1

dsat

d

dK

� �
sincðKdn=2Þ

p2s � a2 þ ðKRintÞ2
e�jKzn :

(6.2.28)

Next we examine quantitatively the radiation emitted at 9 GHz by the cur-

rent distribution in (6.2.27) for the following parameters: dsat ¼ 1:3dtot,

K ¼ 0:5K0ð1þ j
ffiffiffi
3

p Þ þ o=cb, b ¼ 0:94, K0 ¼ 80m�1 and dtot is the total length

of the system. The total power emitted by this current distribution when in a

uniform structure is Ptot ¼ 54:9 dB (see definition in previous section), and most

of this power is emitted forward due to the spatial phase correlation and the

varying amplitude. The asymmetry associated with the current distribution is

PN=P1 ¼ 8:6 dB. As in the first section, we now increase the volume of the last

cavity by increasing the width of the cell d10 ¼ 5mm. Its separation from the

previous cavity remains the same (g9 ¼ 9mm). Figure 6.6 illustrates the total

power and the arms power ratio as the external radius of the 10th cavity is varied.

It is evident from this figure the resonant character of the structure.
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6.3 Beam-Wave Interaction: Hydrodynamic Approximation

In the previous subsection the current density was imposed and the effect of

saturation was included phenomenologically. At this point, we extend our inves-

tigation to a self-consistent solution of the current density and the electromagnetic

field in the framework of the (linear) hydrodynamic approximation. This

facilitates to examine the propagation of space-charge waves in quasi-periodic

structures.

6.3.1 Definition of the Model

In the framework of this model, the beam is considered to be an active linear

medium which satisfies

Jzðr; k;oÞ ¼ �joe0
o2

p

ðo� kv0Þ2
Ezðr; k;oÞ; (6.3.1)

namely, it is considered to be a fluid. The relativistic plasma frequency is defined

as

o2
p ¼

�0eI

mc2
c2

pR2
b

1

bg3
: (6.3.2)

With (6.3.1) and the definition of the longitudinal electric field in terms of Az

[i.e., Ez ¼ �joAz þ jðckÞ2Az=o], the non-homogeneous wave equation for the

magnetic vector potential

r2 þ o2

c2

� �
Azðr; z;oÞ ¼ �m0Jzðr; z;oÞ; (6.3.3)

becomes homogeneous and its solution (for a pencil beam) reads

Azðr; z;oÞ ¼
ð1
�1

dkAðkÞexp �jkzð ÞI0ðLrÞ; (6.3.4)

with

L2 ¼ G2 1� o2
p

ðo� kv0Þ2
" #

: (6.3.5)
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The longitudinal electric field and the azimuthal magnetic field read

Ezðr; z;oÞ ¼ � c2

jo

ð1
�1

dkG2AðkÞexp �jkzð ÞI0ðLrÞ;

Hfðr; z;oÞ ¼ � 1

m0

ð1
�1

dkLAðkÞexp �jkzð ÞI1ðLrÞ: (6.3.6)

In the gap between the beam and the metallic surface (Rb< r<Rint) the solution

of the magnetic vector potential reads

Azðr; z;oÞ ¼
ð1
�1

dk BðkÞI0ðGrÞ þ CðkÞK0ðGrÞ½ �exp �jkzð Þ; (6.3.7)

and correspondingly, the field components relevant for the boundary condition

problem are

Ezðr; z;oÞ ¼ � c2

jo

ð1
�1

dkG2 BðkÞI0ðGrÞ þ CðkÞK0ðGrÞ½ �exp �jkzð Þ;

Hfðr; z;oÞ ¼ � 1

m0

ð1
�1

dkG BðkÞI1ðGrÞ � CðkÞK1ðGrÞ½ �exp �jkzð Þ: (6.3.8)

Continuity of these two components at r ¼ Rb implies

1

G
BðkÞI0ðbvÞ þ CðkÞK0ðbvÞ
BðkÞI1ðbvÞ � CðkÞK1ðbvÞ ¼

1

L
I0ðbbÞ
I1ðbbÞ ; (6.3.9)

where bb ¼ LRb and bv ¼ GRb (subscript v stands for vacuum and subscript b for

beam). This expression determines the relation between BðkÞ and CðkÞ:

rðkÞ 	 CðkÞ
BðkÞ ¼

bvI0ðbbÞI1ðbvÞ � bbI1ðbbÞI0ðbvÞ
bvI0ðbbÞ1ðbvÞ þ bbI1ðbbÞ0ðbvÞ

: (6.3.10)

It is now convenient to extract BðkÞ from the brackets of (6.3.7)–(6.3.8) and

define the radial functions:

�I0ðk; rÞ 	 I0ðGrÞ þ rðkÞK0ðGrÞ;
�I1ðk; rÞ 	 I1ðGrÞ � rðkÞK1ðGrÞ: (6.3.11)

These can be considered generalizations of the modified Bessel functions we

used in the homogeneous case therefore the magnetic vector potential and the

field components relevant to the boundary condition problem are given by
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Azðr; z;oÞ ¼
ð1
�1

dkBðkÞ�I0ðk; rÞexp �jkzð Þ;

Ezðr; z;oÞ ¼ � c2

jo

ð1
�1

dkG2BðkÞ�I0ðk; rÞexp �jkzð Þ;

Hfðr; z;oÞ ¼ � 1

m0

ð1
�1

dkGBðkÞ�I1ðk; rÞexp �jkzð Þ:

(6.3.12)

In the grooves and arms, the functional form of the solution is identical with that

established in Sect. 6.1. Therefore, the formulation now is similar to the case when

no beam is present and we can use the formal result we presented in Sect. 6.1

namely

XN
m¼1

Mn;mDm ¼ Sn; (6.3.13)

where

Mn;m ¼ c1;ndn;m � c0;mwn;m; (6.3.14)

Sn ¼ �H
ð1Þ
1 ðaÞdn;1Ain þ H

ð1Þ
0 ðaÞwn;1Ain; (6.3.15)

and

wn;m ¼ dma
2p

ð1
�1

dk
�I1ðk;RintÞ
D�I0ðk;RintÞ L

�
nðkÞLmðkÞ: (6.3.16)

The only difference is that the modified Bessel functions (I0 and I1) were replaced

by the generalized counterparts �I0 and �I1 defined in (6.3.11).

6.3.2 Evaluation of Green’s Function

As in the first section, we express the elements of the matrix w in terms of analytic

functions. Our first step is to substitute the explicit expressions for LnðkÞ; the result is

wn;m ¼ dma
2p

1

dm

ðzmþdm=2

zm�dm=2

dx1
1

dn

ðznþdn=2

zn�dn=2

dx2 �
ð1
�1

dk
�I1ðk;RintÞ
D�I0ðk;RintÞexp jkðx1� x2Þ½ �:

(6.3.17)

It is convenient to define the following Green’s function

Gðx1jx2Þ ¼ dm
2p

ð1
�1

dk
a
D

�I1ðk;RintÞ
�I0ðk;RintÞ exp jkðx1 � x2Þ½ �; (6.3.18)
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hence,

wn;m ¼ 1

dm

ðzmþdm=2

zm�dm=2

dx1
1

dn

ðznþdn=2

zn�dn=2

dx2Gðx1jx2Þ: (6.3.19)

If in the previous sections we evaluated Green’s function G using a “simple”

set of poles which were the zeros of I0ðDÞ, in this case we have to examine the

poles of

~G ¼ a
D

�I1ðk;RintÞ
�I0ðk;RintÞ : (6.3.20)

For the sake of simplicity we consider the case when the beam fills the entire

waveguide i.e., Rb ¼ Rint, in which case

~G ¼ a
D

b

D
I1ðbÞ
I0ðbÞ ; (6.3.21)

where b ¼ LRint. The poles of this expression correspond to the zeros of the

dispersion relation of a waveguide filled with a beam. Since it was shown in

Chap. 3 that in a cylindrical waveguide the electromagnetic modes and the space-

charge modes are essentially “decoupled”, we now determine the poles accord-

ingly. In other words, the expression for ~G is a superposition of the electromagnetic

and space-charge modes

~G ¼ ~GEM þ ~GSC: (6.3.22)

The contribution of the electromagnetic modes is determined by ignoring the

presence of the beam (op ¼ 0) and it is identical with what was found in

Sects. 6.1–6.2. Using (6.1.16) we have

wðEMÞ
n;m ¼ a

R2
int

X1
s¼1

2

G2
s

1� e�Gsdn=2sinhcðGsdn=2Þ
h i

n¼m;

dm
Gs

e�Gs jzn�zmjsinhcðGsdn=2ÞsinhcðGsdm=2Þ otherwise:

8>><
>>:

(6.3.23)

Next the contribution of the space-charge waves is evaluated. As in the empty

case, we consider the pole around b ¼ jps, namely

bs ’
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

c2
R2
int

1

b2
�o2

c2
R2
int

� �
1� o2

p

ðo� ksv0Þ2
" #vuut ’ jps; (6.3.24)
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accordingly, Green’s function for the space-charge waves reads

~GSC ¼ �
X1
s¼1

K2
b;s

ðk � o=v0Þ2 � K2
p;s

; (6.3.25)

where

K2
b;s ¼

2x2s g
2b2

að1þ x2s Þ
K2
p;s; K2

p;s ¼
o2

p

v20

1

1þ x2s
; (6.3.26)

and xs ¼ psgb=a. The next step is to evaluate Green’s function

GSCðx1jx2Þ ¼ �
X1
s¼1

K2
b;sdm

2p

ð1
�1

dk
exp jkðx1 � x2Þ½ �

ðk � o=v0Þ2 � K2
p;s

: (6.3.27)

After adequate change of variables the latter reads

GSCðx1jx2Þ¼�
X1
s¼1

K2
b;sdm

2p
exp j

o
v0

ðx1� x2Þ
� �ð1

�1
dk

exp jkðx1� x2Þ½ �
k2�K2

p;s

: (6.3.28)

The last integral is identical (except for the fact that the poles are real quantities)

to that in (6.1.15); however, for its evaluation we have to be more careful since

contrary to the electromagnetic waves, the space-charge modes propagate only

along the beam. Therefore, we may expect the integral in (6.3.28) to be identically

zero for x1 > x2 otherwise the solution would indicate a wave propagating against

the beam. In order to solve the integral it is convenient to follow the same approach

as in Sect. 6.1. The function

gsðx1jx2Þ 	
ð1
�1

dk
exp jkðx1 � x2Þ½ �

k2 � K2
p;s

; (6.3.29)

is defined and it can be shown to satisfy

d2

dx21
þ K2

p;s

� �
gðsx1jx2Þ ¼ �2pdðx1 � x2Þ: (6.3.30)

In the case of the space-charge waves we know that there are two waves which

form continuous solution at x1 ¼ x2 whereas their derivatives as determined by

integrating (6.3.30) are discontinuous at the same location. This ultimately implies

that

gsðx1jx2Þ ¼ � 2p
Kp;s

sin Kp;sðx1 � x2Þ
� �

hðx1 � x2Þ: (6.3.31)

6.3 Beam-Wave Interaction: Hydrodynamic Approximation 307



The contribution of the space-charge waves to the w matrix can now be

formulated as

wðSCÞn;m ¼
X1
s¼1

ðzmþdm=2

zm�dm=2

dx1
dm

ðznþdn=2

zn�dn=2

dx2
dn

K2
bdm
Kp;s

exp j
o
v0

ðx1 � x2Þ
� �

� sin ½Kp;sðx1 � x2Þ�hðx2 � x1Þ: (6.3.32)

In the evaluation of these integrals we take advantage of the fact that for x1>x2
the integrand is zero which means that if m> n then

wðSCÞn;m 	 0: (6.3.33)

Diagonal terms (n ¼ m) of the matrix are given by

wðSCÞn;n ¼ �
X1
s¼1

K2
b;sdn

4Kp;s

�
1

xs;n;þ
ð1� e�jxs;n;þsincðxs;n;þÞÞ

� 1

xs;n;�
ð1� e�jxs;n;�sincðxs;n;�ÞÞ

�
;

(6.3.34)

where xs;n;� ¼ dnðo=v0 � Kp;sÞ=2 and the off-diagonal non-zero terms (n>m) are

wðSCÞn;m ¼ �
X1
s¼1

jK2
b;sdm

2Kp;s
e�jðzn�zmÞðo=v0þKp;sÞsincðxs;n;þÞsincðxs;m;þÞ
h i

þ
X1
s¼1

jK2
b;sdm

2Kp;s
e�jðzn�zmÞðo=v0�Kp;sÞsincðxs;n;�Þsincðxs;m;�Þ
h i

:

(6.3.35)

Finally, the w matrix is the superposition of the electromagnetic term wðEMÞ defined
in (6.3.23) and the space-charge term wðSCÞ defined in (6.3.33)–(6.3.35), i.e.,

wn;m ¼ wðEMÞ
n;m þ wðSCÞn;m : (6.3.36)

The sinc function in the w matrix implies that this method is a hybrid of local

beam-gap interaction as in a klystron where the cavities are electromagnetically

decoupled and distributed beam-wave interaction as in a traveling-wave structure

where the cavities are electromagnetically coupled. In the examples presented

below, the finite size of the beam is accounted for by introducing the filling factor

Ff ¼ Rint

Rb

� �2
I21ðaRb=RintgbÞ

I21ða=gbÞ
; (6.3.37)

which represents the actual overlap of the beam with the wave and it multiplies the

plasma frequency term (o2
p ! o2

pFf ).
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6.3.3 Transmission and Reflection

In the remainder of this section we present a few results from simulations which use

this method. The system used is identical with the one in Sect. 6.2.3. A 1 MV, 1 kA

beam is propagating through the structure and the wave injected in the system is

assumed to be of sufficiently low power such that the system operates in the linear

regime. A frequency scan of a symmetric (gin ¼ gout ¼ 1mm) system is illustrated

in Fig. 6.7. The gain, defined as the power at the output divided by the power

injected in the input arm, has a maximum at 9.0 GHz as designed. Another peak is

close to the p-point and it occurs at 9.06 GHz. Note that the gain is relatively low –

about 16 dB – and this is also the ratio (in dB) between the power in the output arm

compared to the input arm. For comparison, a Pierce-like analysis predicts a growth

rate of the order of 2.5 dB/cm which in a 10 cm long structure corresponds to a net

gain of approximately 15 dB.

The next stage is to break the symmetry of the system by increasing the distance

between the input arm and the first cavity. By doing so, both the gain and the arms

power ratio jumped to 24 dB (see Fig. 6.8).
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By increasing the distance between the second and the third cavity to 20 mm (see

Fig. 6.9) we were able to obtain a similar gain at the required frequency and

minimize somewhat the effect of the higher frequency peak (9.06 GHz). If instead

we changed the distance between the third and the fourth cavity, the gain dropped

below 20 dB. With the former result in mind, we increased the radius of the last

cavity to Rext;10 ¼ 32mm and its width to d10 ¼ 5mm. The gain as a function of the

separation from the 9th cavity was found to have an optimum for g9 ¼ 11mm.

Next, we consider the separation between the second and the third cavity. We

vary it in order to obtain maximum gain. According to the classical klystron theory,

we would expect the maximum to occur around lp=4, which in our case is roughly

4.6 cm. Figure 6.10 illustrates the gain and the arms power ratio for g3 ¼ 50mm. In

this case the gain approaches 40 dB. Finally, for the same geometry we calculated

the gain as a function of the (normalized) average velocity of the electrons at the

input. Figure 6.11 presents this gain and we observe that the gain may actually

exceed the 40 dB level.

Before we conclude this section, we wish to emphasize the important steps and

the main differences of the method presented here. When no beam is injected, the

poles (which determine Green’s function) correspond to the electromagnetic modes
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in a cylindrical waveguide. In the presence of the beam, there is an additional set of

poles that correspond to the space-charge waves “family”. Contrary to the electro-

magnetic modes, which can propagate in both directions, the space-charge waves

propagate only along the beam (forwards). This fact has been addressed in the

evaluation of the integrals. It is also important to point out that all poles are real
(both electromagnetic and space-charge) as they all correspond to the eigen-modes

in a cylindrical waveguide. Consequently, the gain in the system is a result of the

coupling between all these modes introduced by the cavities and arms – as in a

klystron. This is different from the regular approach of beam-wave interaction in

traveling-wave structures where the analysis relies strongly on the periodicity of the

structure and the poles (eigen-wave-numbers) are complex – see Chap. 4.

6.4 Macro-Particle Approach

The investigation of beam-wave interaction in quasi-periodic structures was

motivated by the large geometry variations required to obtain high efficiency.

The latter in turn implies substantial variation in the kinetic energy of individual

electrons from the ensemble average value. Consequently, the beam-wave interac-

tion is investigated here in the framework of the macro-particle approach. Another

issue addressed in this section is how one can design and analyze quasi-periodic

structures when quantities like phase velocity, group velocity and interaction imped-

ance are not well defined since there is an entire (spatial) spectrum of waves that the

electrons interact with. To be more specific, in a periodic structure, for a given

frequency, there is a single interacting wave (harmonic), and the interaction imped-

ance is well defined. The question addressed here regards the analog in the case

when substantial geometry variations occur.

It is shown that the interaction is controlled by a matrix interaction impedance,
which is a generalization of the scalar interaction impedance concept, introduced

for periodic structures. Its definition is possible after defining a set of functions that

are characteristic to each aperture. The number of functions is determined by the

number of apertures and number of modes that represent the electromagnetic field
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in the grooves/arms. Each function has its peak at a different aperture but they are

not necessarily orthogonal. The matrix interaction impedance is closely related to

Green’s function of the system in the representation of this set of functions. After

we establish the basic formalism we illustrate the design and analysis of a high

efficiency (70%) traveling-wave section, including space-charge effects.

6.4.1 Definition of the Model

A schematic of the system is presented in Fig. 6.12. It consists of a cylindrical

waveguide of radius Rint to which an arbitrary number of pill-box cavities and one

output arm are attached; all the geometric definitions are like those in Sect. 6.1 with

only one difference, there is only a single (output) arm. The system is driven by a

modulated beam which in turn is guided by a very strong (“infinite”) magnetic field

confining the electrons’ motion to the z-direction. Consequently, in the inner

cylinder (0< r<Rint) the only non-zero component of the current density is in

this direction i.e., Jðr; z; tÞ ¼ Jzðr; z; tÞ1z and it is given by

Jzðr; z; tÞ ¼ �e
X
i

viðtÞd½z� ziðtÞ� 1

2pr
d½r � riðtÞ�: (6.4.1)

In this expression riðtÞ and ziðtÞ is the location of the ith particle at time t and subject
to the assumptions above riðtÞ ¼ rið0Þ.

The operation of the system as an amplifier, dictates a single frequency opera-

tion, thus the time dependence of all electromagnetic field components is assumed

to be sinusoidal, exp jotð Þ; this tacitly implies that all the transients associated with

the front of the beam have decayed and for a particular phase-space distribution of

electrons, the system has reached steady state. According to the assumptions above,

the time Fourier transform of the current density is

Jzðr; z;oÞ ¼ 1

T

ðT
0

dt exp �jotð ÞJzðr; z; tÞ; (6.4.2)

Rint

z1

Rext,2

d3

z2

z3

Fig. 6.12 A set of coupled

pill-box cavities and an

output arm model a quasi-

periodic output structure
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T ¼ 2p=o is the period of the wave. The last expression can be further simplified.

For this purpose we denote by tiðzÞ the time it takes the ith particle to reach the point

z in the interaction region and by viðzÞ the velocity of the ith particle at z; the two are
related through

tiðzÞ ¼ tið0Þ þ
ðz
0

dz
1

viðzÞ ; (6.4.3)

tið0Þ is the time the ith particle reaches the z ¼ 0 point, which is chosen to be in the

center of the first aperture.

Comment 6.1. In (6.4.3) it has been tacitly assumed that no electrons are reflected

backwards.

Using these definitions the integral in (6.4.2) can be evaluated analytically and

the result is

Jzðr; z;oÞ ¼ �e

2prT

XNel

i

exp �jotiðzÞ½ �d½r � rið0Þ�: (6.4.4)

The summation is over all electrons (Nel) present in one time period of the

wave and I ¼ eNel=T is the average current. It is convenient to average over the

transverse direction thus by denoting the beam radius by Rb and assuming that

the electrons are uniformly distributed on the beam cross-section we find that

JðzÞ 	 2

R2
b

ðRb

0

drrJzðr; z;oÞ ¼ � I

pR2
b

exp �jotiðzÞ½ �h ii; (6.4.5)

where h� � �i 	 N�1
el

PNel

i¼1 � � � . Finally, subject to the previous assumptions, the

current density distribution reads

Jzðr; z;oÞ ¼ � I

pR2
b

exp �jotiðzÞ½ �h iihðRb � rÞ; (6.4.6)

wherein hðxÞ is the Heaviside step function and in what follows, the expression

exp �jotiðzÞ½ �h ii, is referred to as the normalized current density.
The longitudinal electric field averaged over the beam cross-section i.e.,

EðzÞ ¼ 2

R2
b

ðRb

0

drrEzðr; z;oÞ; (6.4.7)

determines the dynamics of the particles via the single particle equation of motion

which in our case coincides with the single particle energy conservation

d

dz
giðzÞ ¼ � 1

2

e

mc2
EðzÞexp jotiðzÞ½ � þ c:c:f g; (6.4.8)
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m is the rest mass of the electron. In the next subsection we determine the relation

between the longitudinal electric field [averaged over the beam cross-section,

(6.4.7)] and the current density (6.4.6).

6.4.2 Evaluation of Green’s Function

A magnetic vector potential excited by the current distribution introduced above,

satisfies

r2 þ o2

c2

� �
Azðr; z;oÞ ¼ �m0Jzðr; z;oÞ; (6.4.9)

in the cylindrical waveguide and

r2 þ o2

c2

� �
Azðr; z;oÞ ¼ 0; (6.4.10)

in the grooves or output arm. The solution of the magnetic vector potential in the

first region (0< r<Rint) reads

Azðr; z;oÞ ¼ 2pm0

ðRb

0

dr0r0
ð1
�1

dz0Goðr; zjr0; z0ÞJzðr; z;oÞ

þ
ð1
�1

dkAðkÞexp �jkzð ÞI0ðGrÞ:
(6.4.11)

where G2 ¼ k2 � ðo=cÞ2, Goðr; zjr0; z0Þ is the vacuum Green’s function:

Goðr; zjr0; z0Þ ¼
ð1
�1

dkexp �jkðz� z0Þ½ �go;kðrjr0Þ; (6.4.12)

and

go;kðrjr0Þ ¼ 1

ð2pÞ2
I0ðGrÞK0ðGr0Þ for 0br<r0;
K0ðGrÞI0ðGr0Þ for r0br<1:

�
(6.4.13)

I0ðxÞ and K0ðxÞ are the zero order modified Bessel function of the first and second

kind correspondingly. Due to the azimuthal symmetry of the current distribution

and the metallic structure, only symmetric transverse magnetic (TM) modes have

been considered.

In the grooves, the electromagnetic field should be represented by a super-

position of modes, which satisfy the boundary conditions on the metallic walls.
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However, for the same reasons presented in Sect. 6.1, it is sufficient to consider only

the first mode in the grooves. Within the framework of this approximation we can

write

An
z ðr; z;oÞ ¼ DnT0;n

o
c
r

� �
; (6.4.14)

for the magnetic vector potential in the grooves, where Dn is the amplitude of the

magnetic vector potential and T0;nðor=cÞ was defined in the context of (6.1.3). In

the output arm, the magnetic vector potential reads

Azðr; z;oÞ ¼ DNH
ð2Þ
0

o
c
r

� �
; (6.4.15)

and H
ð2Þ
0 ðxÞ is the zero order Hankel function of the second kind. This functional

form is dictated by the boundary conditions, which in this case assume no reflected

wave along the output arm.

In order to determine the various amplitudes we next impose the boundary

conditions following the same procedure as in the previous sections. From the

condition of continuity of the longitudinal electric field, we conclude that

AðkÞI0ðDÞ þ BðkÞK0ðDÞ ¼ � 1

2p
a2

D2

XN
n¼1

Dnc0;ndnLnðkÞ; (6.4.16)

where a ¼ oRint=c is the normalized angular frequency, D ¼ GRint is the

normalized wave number in the radial direction, LnðkÞ was defined in (6.1.8) and

is the normalized spatial Fourier transform of the first mode amplitude (whose

amplitude is constant) in the domain of the nth aperture. The function

cn;n ¼ H
ð2Þ
n ðaÞ n ¼ N;

Tn;nðaÞ n 6¼ N;

�
(6.4.17)

determined at the internal radius and nth aperture; nð¼ 0; 1Þ is the order of the

function. In addition, zn is the location of the center of the nth groove or arm and dn
is the corresponding width.

Imposing the continuity of the tangential magnetic field at each aperture

(grooves and arm) we find

Dnc1;n ¼ � 1

a

ð1
�1

dk AðkÞI1ðDÞ � BðkÞK1ðDÞ½ �DL�
nðkÞ: (6.4.18)

In these expressions

BðkÞ ¼ m0
2p

ðRb

0

dr0r0I0ðGr0Þ
ð1
�1

dz0exp jkz0ð ÞJzðr0; z0;oÞ; (6.4.19)
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is the spatial Fourier transform of the current density averaged over the transverse

direction with a weighting function which is proportional to the longitudinal

electric field.

It is now convenient to substitute (6.4.16) in (6.4.18) in order to represent the

entire electromagnetic problem in terms of the amplitudes of the mode in the

grooves and output arm i.e.,

XN
m¼1

Mn;mDm ¼ Sn: (6.4.20)

The source term

Sn ¼ � m0I
2pa

an; (6.4.21)

is proportional to the average current and the Fourier transform of the normalized

current density:

an ¼ 1

Rint

ð1
�1

dzfnðzÞ exp �jotiðzÞ½ �h ii: (6.4.22)

The Fourier transform is with respect to a function

fnðzÞ ¼
X1
s¼1

psFs

DsJ1ðpsÞ ss;nðzÞ; (6.4.23)

which is associated with the nth aperture. In particular, if all the modes in the inner

cylinder (index s) are below cutoff, this function peaks in the center of the aperture;

ps are the zeros of the zero order Bessel function of the first kind i.e., J0ðpsÞ ¼ 0.

The function fnðzÞ is the product of two components,

ss;nðzÞ 	 1

dn

ðznþdn=2

zn�dn=2

dxe�Gsjx�zj

¼ e�Gsjz�znjsinhcðGsdn=2Þ for jz� znj> dn=2

2½1� e�Gsdn=2 coshðGsðz� znÞÞ�=Gsdn for jz� znj< dn=2

( (6.4.24)

is the projection of Green’s function (s-mode) on the nth aperture; D2
s ¼ p2s � a2.

The other component is the filling factor, Fs 	 2J1ðpsRb=RintÞ=ðpsRb=RintÞ. To
determine the amplitudes in (6.4.20) one has to multiply the source term by the

inverse of the matrix M defined by

Mn;m ¼ c1;ndn;m � c0;mwn;m: (6.4.25)
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In this expression wn;m was defined in (6.1.13), simplified in Sect. 6.1.2 and

expressed in terms of analytic functions in (6.1.16). The electromagnetic problem

has now been simplified to the inversion of a matrix whose components are analytic

functions without a-priori assumption on the form of the electromagnetic field.

6.4.3 The Governing Equations

The motion of the electrons is determined by the longitudinal electric field averaged

over the beam cross-section [EðzÞ] as defined in (6.4.7). In this subsection we use

(6.4.20) to simplify the relation between the normalized current density and EðzÞ.
The longitudinal component of the electric field is related to the magnetic vector

potential by

Ezðr; z;oÞ ¼ c2

jo
o2

c2
þ @2

@z2

� �
Azðr; z;oÞ; (6.4.26)

which after substituting (6.4.9) reads

Ezðr; z;oÞ ¼ c2

jo
�m0Jzðr; z;oÞ �

1

r

@

@r
r
@

@r
Azðr; z;oÞ

� �
: (6.4.27)

Thus according to the definition of the effective electric field in (6.4.7), we have

EðzÞ ¼ c2

jo
�m0JðzÞ �

2

Rb

@

@r
Azðr; z;oÞ

� �
r¼Rb

( )
: (6.4.28)

At this stage, we substitute the explicit expression for the magnetic vector

potential in (6.4.11) and the result has two contributions: the space-charge term

ESC ðzÞ ¼ � 1

joe0

ð1
�1

dz0Jðz0Þ 1

2p

ð1
�1

dkexp �jkðz� z0Þ½ �

� 1� 2
I1ðDbÞ
I0ðDÞ I0ðDÞK1ðDbÞ þ K0ðDÞI1ðDbÞ½ �

� 	
; (6.4.29)

and the “pure” electromagnetic term

EEMðzÞ ¼ �jo
2p

ð1
�1

dkexp �jkzð Þ 1

I0ðDÞFðkÞ
XN
n¼1

DndnLnðkÞc0;n; (6.4.30)

where FðkÞ 	 2I1ðDbÞ=Db is the filling factor and Db ¼ GRb.
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In the framework of the current approximation, we observe that the grooves have

no explicit effect on the space-charge term. Taking advantage of this fact we start

from Green’s function associated with TM0s modes in a cylindrical waveguide

(2.4.32) and using the same method as in (6.4.26)–(6.4.28) we obtain

EðzÞ ¼ �1

joe0

�
JðzÞ� 1

Rint

ð1
�1

dz0Jðz0Þ
X1
s¼1

expð�Gsjz� z0jÞ 1

2Ds

2J1ðpsRb=RintÞ
J1ðpsÞ

� �2�
;

(6.4.31)

this can be simplified if all electromagnetic modes are below cutoff and in particu-

lar, for the case when the current density jJðzÞj varies slowly in comparison with

exp �Gsjz� z0jð Þ. Subject to these assumptions, we can assume that the main

contribution to the integral is from the region z ¼ z0 and therefore JðzÞ can be

extracted from the integral. The result in this case reads

EðzÞ ¼ �1

joe0
JðzÞ 1�

X1
s¼1

J1ðpsRb=RintÞ
DsJ1ðpsÞ

� �2
" #

; (6.4.32)

or

ESCðz;oÞ ¼ � 1

joe0
xSCJðzÞ; (6.4.33)

where the space-charge coefficient xSC is given by

xSC ¼ 1�
X1
s¼1

J1ðpsRb=RintÞ
DsJ1ðpsÞ

� �2
; (6.4.34)

and is an approximation to the space-charge reduction factor.
It is possible to simplify the electromagnetic term by substituting the explicit

expression for LnðkÞ and using Cauchy’s residue theorem. The result reads

EEMðzÞ ¼ �0I

Rint

XN
n¼1

fnðzÞ
XN
m¼1

T n;mam

" #
; (6.4.35)

where

T n;m ¼ j

2p
dn
Rint

c0;n M�1
� �

n;m
; (6.4.36)

and it can be considered as a “discrete” Green function of the system since am is the

Fourier transform of the normalized current density with respect to the function

fmðzÞ – as defined in (6.4.22).
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Now that the relation between the effective electric field acting on the particles

and the current density has been established,

EðzÞ ¼ ESCðzÞ þ EEMðzÞ; (6.4.37)

we proceed to analysis of the beam-wave interaction. Substituting this effective

field in the single particle energy conservation, defining �xSC ¼ xSC Rint=Rbð Þ2=ap
and �I ¼ �0Ie=mc

2, we obtain

d

dz
gi ¼

��I

2Rint

exp jotiðzÞ½ �
XN
n;m¼1

T n;mamfnðzÞ � j�xSChexp �jotnðzÞ½ �in
" #

þ c.c:

8>><
>>:

9>>=
>>;
:

(6.4.38)

This is an integro-differential equation which describes the dynamics of the

electrons. In order to determine gi at any given location it is necessary to know the

Fourier transform of the normalized current density, an, which in turn requires to

know the trajectories of all particles over the entire interaction region, as indicated

in (6.4.22).

Before we proceed to actually presenting a solution of this set of equations it is

important to make two comments which are evident from (6.4.38) and our prior

definitions:

Comment 6.2. Global energy conservation implies

hgið1Þi � hgið�1Þi ¼ � 1

2
�I
XN
n;m¼1

a�nZn;mam; (6.4.39)

where

Zn;m 	 1

2
T n;m þ T �

m;n

h i
; (6.4.40)

is the interaction impedance matrix. This expression implies that in case of non-

adiabatic changes from periodicity, as is the case in quasi-periodic structures, we

can no longer refer to the interaction impedance as a scalar (and local) quantity but

rather as a matrix and the interaction at a given location is affected by the geometry

elsewhere. Furthermore, since the left-hand side of the global energy conservation

[(6.4.39)] is proportional to the overall efficiency, it is evident that the latter is

controlled by the interaction impedance matrix. In the example presented next, it

will be shown that it is the largest eigen-value of this matrix that determines the

efficiency of the interaction.
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Comment 6.3. The space-charge term has no explicit effect on the global energy

conservation.

In order to solve the integro-differential equation in (6.4.38) for a large number

of macro-particles (more than 30,000 were used), an iterative way was chosen.

Typically a simple distribution is assumed, enabling the calculation of the zero

iteration a
ð0Þ
n . With this quantity, the trajectories of all particles are calculated and in

parallel, the “new” a
ð1Þ
n is evaluated; at the end of the iteration the two an’s are

compared. If the relative error is less than 1% the simulation is terminated.

Otherwise we calculate the equations of motion again but this time using a
ð1Þ
n to

determine the dynamics of the particles and calculate in parallel a
ð2Þ
n . If the energy

spread of the electrons at the input is not too large, then 3–4 iterations are sufficient

for convergence.

Consider now a modulated beam, which drives an extraction structure. The

initial energy of the electrons is 850 keV and the structure should extract 70% of

their kinetic energy; for the zero order design let us assume that in the interaction

region there is only a single macro-particle at a time. Furthermore, the disk

thickness is taken to be 1 mm in order to ensure maximum group velocity. For

the same reason the phase advance per cell is taken to be 90�. For the preliminary

design, a single macro-particle in one period of the wave and its velocity in the

interaction region is assumed to satisfy

vðzÞ ¼ vð0Þ
1þ qz

; (6.4.41)

q and the total interaction length dtot are determined from the required efficiency

and the condition that no two bunches will be present in the interaction region at a

time. For simplicity, we also assume that the internal and external radius are the

same in all cells. Their value is determined bymaximizing the largest eigen-value of
the interaction impedance matrix at 9 GHz – as illustrated in Fig. 6.13 where Rint ¼
9mm and Rext ¼ 16:47mm; the other geometrical parameters are d1 ¼ 6:5mm,

d2 ¼ 6:0mm, d3 ¼ 5:7mm and d4 ¼ 5:4mm. Overlaid is also the efficiency

assuming a single macro-particle injected into the system in one period of the

wave. The dynamics of the particle is calculated numerically (6.4.38).
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Figure 6.14 indicates that the efficiency of the electromagnetic energy conver-

sion is strongly dependent on the phase-space distribution at the input; the phase

here is defined as wiðzÞ 	 otiðzÞ. For a perfectly bunched beam the efficiency is as

designed (for I ¼ 300A). However, as the initial phase distribution increases to �
45� < wð0Þ< 45� the efficiency drops to 45% and to 25% for � 90�< wð0Þ< 90�. It
drops to virtually zero for a uniform distribution.

An interesting feature is revealed in Fig. 6.15 where we present the variation

in space of the efficiency for two initial distributions: � 9� < wð0Þ< 9� � 90� <
wð0Þ< 90�. We observe that the general pattern is virtually identical in both cases

and only the spatial growth rate is smaller. The reduced efficiency is a result of

energy transferred back to electrons, which are actually accelerated as illustrated in

Fig. 6.16; clearly, in the narrower initial phase-space distribution all the electrons

are decelerated at the output, whereas in the case of broader phase-space distribu-

tion a substantial fraction of electrons is accelerated.

Finally, the efficiency is illustrated in Fig. 6.17 as a function of the frequency

for � 15� < wð0Þ< 15�. The curve is virtually identical to that of the single

macro-particle case (Fig. 6.14). Overlaid, we present the energy spread
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�
Dg 	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hg2i � hgi2

q �
at the output and we observe that up to a constant value, this

quantity varies as the derivative of the efficiency with respect to the frequency.

6.4.4 Qualitative Approach

The approach presented above provides us with a convenient 1D tool for calculating

the dynamics of electrons in a quasi-periodic structure. Although this can be used

as a design tool, it is usually convenient to apply more qualitative arguments for a

zero order design that can be later improved with our model. Let us now follow such

a qualitative argument: consider an ideal bunch of electrons which generate a

current I. The electrons are mono-energetic and they are initially accelerated by

an initial voltage denoted by E. If we require an extraction efficiency � in an

interaction region of a length D then the average electric field experienced by the

bunch is

E ¼ �
E
D
: (6.4.42)
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Based on the definition of the interaction impedance in (2.3.29) we conclude that

the rf power in the system is

Prf ¼ pR2
intE

2

2Zint
; (6.4.43)

and the power carried by the beam is

Pbeam ¼ EI: (6.4.44)

These two are related since we assumed an efficiency � and energy conservation

implies

Prf ¼ �Pbeam: (6.4.45)

From the expressions above we can determine the interaction impedance of the

structure i.e.,

Zint ¼ p
2
�

Rint

D

� �2 E
I
; (6.4.46)

and we observe that we should design the interaction impedance of the structure in

conjunction with the effective impedance of the beam (E=I). In order to have a

feeling as for the values of the impedance consider E ¼ 0:85MV, I ¼ 0.5 kA,

Rint ¼ 12 mm, total interaction length D ¼ 2.75 cm and efficiency of � ¼ 70%; for

these parameters Zint ¼ 213O. It should be pointed out that here we tacitly assumed

that E is constant thus the dynamics of the particles in space is different than the one

prescribed in (6.4.41) and is given by

gðzÞ ¼ gð0Þ � eEz

mc2
¼ gð0Þð1� qzÞ: (6.4.47)

The length of the structure (D) and q can be determined exactly in the same way

as prescribed at the end of the last subsection. Once D is determined and assuming

that E and I are known, then (6.4.46) provides us with a simple relation between the

internal radius and the interaction impedance. If we have in mind the disk-loaded

structure then this relation in conjunction with the expression for the interaction

impedance in (5.2.32) determine one constraint on the geometry of the structure.

Thus out of the four geometric parameters (Rint;Rext; L and d in a periodic structure)
we are left with three degrees of freedom. The resonance condition, the phase

advance per cell and the group velocity (maximum gradient allowed) at resonance

determine three additional constraints that in turn set the “local values” of these

parameters. In other words, they roughly determine the geometry of the single cell,

which in turn is part of a quasi-periodic structure. Fine-tuning of the design should

be made following the approach in Sect. 6.4.3.
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6.5 Surface Roughness

Exactly as a bunch of electrons moving in a slow-wave structure generates a wake-

field, motion of a similar bunch in a metallic pipe with a rough surface excites

an electromagnetic signal. This field may become detrimental to the generating

bunch or trailing ones either by affecting their longitudinal or transverse dynamics.

Specifically, it may increase the transverse emittance or even enlarge the offset

from axis and in certain conditions, it may even affect the energy spread. Shorter

bunch may have a more significant impact in particular if its length is comparable to

the irregularities of the surface.

In order to envision the obstacles that we may encounter in future optical

accelerators, we need to bear in mind that, in the past, the acceleration structure of

the so-called next linear collider (NLC) designed to operate at X-band was machined

with an accuracy of about 1 mm. Therefore, there are four orders of magnitude

between the operating wavelength and the typical surface roughness. This difference

will be difficult to maintain in the case of a vacuum optical accelerator operating at

1 mm since it entails engineering the structure at the atomic level (1 Å). Other

applications also require high degree of surface “machining”: advanced light sources

are expected to be sensitive to surface roughness and throughout the years a signifi-

cant amount of research reports have been published. A brief review of publications

on the wake-field generated by surface-roughness can be found in the introduction of

the article this section relies upon – compiled by Banna et al. (2004).

In this section, we employ the quasi-analytic approach developed earlier in this

chapter facilitating a relatively simple evaluation of the wake-field due to surface

roughness of arbitrary size. The model relies on a cylindrical waveguide of radius

Rint to which a series of grooves are attached; their geometric parameters i.e. width,

height and location, are assumed to be random. In principle, they can be large on the
scale of the typical wavelength of the radiation that drives the system. Simulation

results focus on the average and standard-deviation of the electro-magnetic energy

emitted by a relativistic bunch in terms of the roughness parameter.

6.5.1 Definition of the Model

In order to analyze the wake-field generated by the surface roughness consider a

metallic structure consisting of a random number of pill-box cavities attached to a

cylindrical waveguide (internal radius Rint) as illustrated in Fig. 6.18.

The center of the nth groove is denoted by zn, its width by dn and its external

radius by Rext;n. An electron bunch of radius Rb, length Dz and a total charge Q, is
moving along the symmetry (z) axis of the structure at a constant velocity v0.

This bunch generates a current density

Jzðr; z; tÞ ¼ �Qv0
1

2p
2

R2
b

h Rb � rð Þ
� �

1

Dz
h

Dz

2
� z� v0tj j

� �� �
; (6.5.1)
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where the function h xð Þ is the well-known Heaviside step function. In what follows
it will be more convenient to use the Fourier transform of this quantity i.e.

Jzðr; z;oÞ ¼ �Q

2pð Þ2
2

R2
b

h Rb � rð Þsinc 1

2

o
v0

Dz

� �
exp �jo

z

v0

� �
; (6.5.2)

wherein sincðxÞ 	 sinðxÞ=x.
As the only component of the current density is in the z-direction, it is sufficient

to consider only the longitudinal magnetic vector potential Az that satisfies the non-

homogeneous wave equation – (6.2.1). Its formal solution was introduced in (6.2.3),

(6.2.4) and (6.2.5). Contrary to Sect. 6.2 in this case we have no input or output arms

therefore, the boundary condition associated with the longitudinal electric field

reads

� 2p
D2

a2
½BðkÞK0ðDÞ þ AðkÞI0ðDÞ� ¼

XN
n¼1

DnT0;nðaÞdnLnðkÞ (6.5.3)

which replaces (6.2.9). Here

BðkÞ ¼ m0
2p

ðRb

0

dr0r0I0 Gr0ð Þ
ð1
�1

dz0 exp jkz0ð ÞJzðr0; z0;oÞ; (6.5.4)

is the spatial Fourier transform of the current density, and is given explicitly by

BðkÞ ¼ � Qm0
ð2pÞ2 sinc

1

2

o
v0

Dz

� �
Ic

o
v0g

Rb

� �
d k � o

v0

� �
; (6.5.5)

dðxÞ being the Dirac delta function, IcðxÞ ¼ 2I1ðxÞ=x, b 	 v0=c and g ¼
1=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2

p
. In each one of the grooves the continuity of the azimuthal magnetic

field provides us with an additional set of equations namely,

aDnT1;n að Þ ¼
ð1
�1

dkD BðkÞK1ðDÞ � AðkÞI1ðDÞ½ �L�
nðkÞ (6.5.6)

Rint

dn

z=0
2Rb

Δz

zn

Rext,n

v0

z

Fig. 6.18 A finite-size bunch

moving in vacuum at a

constant velocity v0 along the

axis of a cylindrical structure

with grooves of random size
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Based on these two equations (6.5.3) and (6.5.6) the amplitudes in the grooves (Dn)

may be determined from the following algebraic relation

XN
m¼1

Mn;mDm ¼ Sn: (6.5.7)

Here the source term Sn and the matrix Mn;m are given by

Sn 	 1

a

ð1
�1

dk
1

I0ðDÞBðkÞL
�
nðkÞ;

Mn;m 	 T1;nðaÞdn;m � T0;m að Þwn;m;

wn;m 	 dma
2p

ð1
�1

dk
I1ðDÞ
DI0ðDÞ L

�
nðkÞLmðkÞ (6.5.8)

and the explicit expression for w was evaluated in (6.1.16).

6.5.2 Emitted Energy

In order to quantify the effect of roughness on the electron bunch it is convenient to

focus the discussion on the emitted energy. For this purpose we bear in mind that

the emitted power is

PðtÞ ¼ 2p
ðRb

0

rdr

ð1
�1

dzJzðr; z; tÞEðsÞ
z ðr; z; tÞ; (6.5.9)

where EðsÞ
z ðr; z; tÞ is the secondary longitudinal electric field generated due to the

presence of the metallic surface. With the power, the emitted energy is given by

W 	
ð1
�1

dtPðtÞ ¼ � Q2

4pe0Rint

Re

ð1
0

daSðaÞ
� �

	 � Q2

4pe0Rint

�W; (6.5.10)

the integrand SðaÞ½ � represents the normalized spectrum of the emitted energy. The

latter is directly related to the so-called longitudinal impedance

ZkðoÞ 	 � 1

Q

ð1
�1

dzEðsÞ
z ðz;oÞ exp j

o
v0

z

� �
¼ �0

8p
SðaÞ : (6.5.11)

Evidently, for quantifying the total energy emitted it is necessary to determine

the longitudinal electric field EðsÞ
z
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EðsÞ
z ðr; z;oÞ ¼

ð1

�1
dk exp �jkzð ÞI0ðGrÞ�c2G2

jo
Aðo; kÞ;

¼
ð1

�1
dk exp �jkzð ÞI0ðGrÞEðo; kÞ;

(6.5.12)

wherein Eðo; kÞ is given explicitly by

Eðo; kÞ 	 �jo
2p

1

I0ðDÞ
XN
n¼1

dnDnðoÞT0;nðaÞLnðkÞ (6.5.13)

consequently, the normalized spectrum of the emitted energy SðaÞ reads

SðaÞ ¼ j
8pa
Qm0

sinc
a
2b

�Dz

� �
Ic a �Rb=gbð Þ
I0 a=gbð Þ

�
XN
n¼1

�dnT0;nðaÞ sinc a
2b

�dn

� �
exp j

a
b
�zn

� �
DnðaÞ;

(6.5.14)

where �Dz 	 Dz=Rint, �dn 	 dn=Rint, �Rb ¼ Rb=Rint and �zn 	 zn=Rint. In the analy-

sis that follows it is assumed that the geometrical parameters of each groove

are random and are of the same order of magnitude. Explicitly, they are given by

�Rext;n ¼ 1þ dn; �dn ¼ dn (6.5.15)

where dn is a random variable that characterized by the average roughness hdi and
its standard-deviation Dd. The center of the first groove (�z1 	 z1=Rint) is being

chosen as point of reference and accordingly, the location of the nthðn ¼ 2; 3; :::;NÞ
groove is given by �znþ1 ¼ �zn þ �dn=2þ �dnþ1=2þ dn. Clearly, if Rint is of the order

of 0.5 mm and the typical roughness is not expected to be significantly larger than

0.1 mm, then the normalized roughness parameter is expected to be of the order of

0.2 i.e., 0 
 hdi 
 0:2. Moreover, the accelerated bunch is expected to be of the

order of 30�  45� (namely about 0.1 mm), therefore 0:15 
 �Dz 
 0:30. Typically
the bunch’s normalized radius is chosen to be �Rb ¼ 0:5. In the results presented

next, each data point is a result of average over 80 different distributions. Increasing
the number of distribution did not affect the results of the simulation. In practice,

the electron bunch propagates along an extended length traversing a large number

of grooves. For the parameters of interest the radiation emitted per obstacle is the

same, as was demonstrated by Banna et al. (2004).

When examining the total energy emitted by the bunch per obstacle we focus on

the dependence of the emitted energy on the roughness characteristics hdi;Dd �
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with �Dz and g as parameters. For g � 50 the emitted energy per groove is virtually

independent of g and it can be approximated by

<W>
Q2

4pe0Rint
� N

’ 0:57tanh
45

hdi
Rint

1þ 20:7 Dz

Rint

 !
þ 1

0:7þ 14:5 Dz

Rint

(6.5.16)

and

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
<W2>�<W>2

p
Q2

4pe0Rint
� N

’ 0:15
Dd
Rint

� �1=4

tanh 121:2
Dd
Rint

� �

� 0:57tanh
45

hdi
Rint

1þ 20:7 Dz

Rint

 !
þ 1

0:7þ 14:5 Dz

Rint

" # (6.5.17)

Note that for a point-charge (Dz ¼ 0) and dh i;Dd � 0:2Rint the expression for

the average energy per groove reads

<W>

N
’ Q2

4pe0Rint

� 2; (6.5.18)

whereas the standard-deviation per groove is now given by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
<W2>�<W>2

p

N
’ Q2

4pe0Rint

� 0:3
dh i
Rint

� �1=4

: (6.5.19)

It should be pointed out that the expression in (6.5.18) is virtually identical to the

decelerating field (2.4.78) on a relativistic point-charge propagating in a vacuum

tunnel (of radius Rint) in an otherwise uniform dielectric material – Cerenkov force.

Comment 6.4. For more details regarding electromagnetic wakes associated with

surface-rougness, the reader may want to consult Kurennoy (1997), Stupakov

(1998), Mostacci et al. (2002) and Bane and Stupakov (2003).

Comment 6.5. The model presented in this chapter was extended to include an

arbitrary number of modes in each groove in order to justify the single mode

approximation used so far. While there is less than 10% difference between using

one mode comparing to two modes but there is negligible difference between 2, 3

and 4 are modes in the grooves.

6.6 Photo-Injector

Laser-driven rf electron guns are operational for a quite long period of time and

they are the main source of high-current, low-emittance, short bunch-length elec-

tron beams, required in virtually all electrons accelerators. In essence, a high-power
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laser beam illuminates a photocathode surface placed on an end wall of an rf cavity.

The emitted electrons are accelerated in a short distance from rest to a relativistic

energy by the strong rf field stored in the cavity. For a simple mathematical

description of the physical processes described above, we chose to present in this

sub-section an analytic approach inspired by that developed by Kim (1989).

Before presenting the essentials of a mathematical model, let us review some of

the milestones in the development of photo-injectors and its typical parameters:

following the successful demonstration of the free electron laser (FEL) the need for

better electron source has become a necessity and a photo-cathode based gun was

suggested. The first experimental demonstration of normal-conductivity photo-

injector was performed at Los Alamos National Laboratory as part of the FEL

program in the mid eighties. Later, O’Shea et al. (1993) has reported the generation

of ultraviolet radiation employing an FEL driven by a photo-injector. At about the

same time, the first operation of a photo-cathode was demonstrated in a super-

conducting cavity – Michalke et al. (1992). Aiming for higher average power and

lower emittance, more recently, electrons emitted from photo-cathodes were

accelerated by a dc field, as reported by Siggins et al. (2001). As of today, this is

the most advanced electron injector concept harnessed for the new generation of

light-sources based on energy recovery linacs (ERL). For a more detailed overview

of photo-injectors the reader is referred to Russell (2003). Probably the most widely

used photo-injector among many laboratories throughout the world is the so-called

“ATF-BNL/SLAC/UCLA – injector”. Its typical parameters are as follows: a 3 ps

(rms) laser pulse generates up to 1 nC of charge, the peak electric field at the

cathode is 120 MV/m and the energy of the electrons at the output is of the order of

6 MeV; the emittance (rms) ~e? � 0:8 mm�mrad½ �.
While in the context of photo-injectors the electron dynamics in a dc field is

conceptually different than in an rf field, energy-wise the outcome is virtually

identical. Moreover, in the near future it is most probably that rf injectors will

keep playing an important role in accelerator systems therefore we now pursue the

essentials of bunch generation in an rf photo-injector. Its main advantages are that

the time structure of the electron beam is controlled by the laser, facilitating an

enhanced rf field, so that the degrading effects due to space-charge repulsion can be

minimized. In this section, we limit the discussion to a simple but vigorous model

leaving the fine details to numerical codes.

Consider a sequence of rf cells operating in the p-mode. Since the electrons start

from rest, the first cavity is actually a half-cell such that by the time the bunch enters

the second cell the field reverses sign. Schematic of the structure is illustrated in

Fig. 6.19.

On axis, the longitudinal electric field may be approximated by

Ez ¼ E0 cos
o
c
z

� �
sin o tþ f0ð Þ: (6.6.1)

Here it has been tacitly assumed that: (1) this is an accelerating structure such

that the phase-velocity is c, (2) the plane where the photo-cathode is located is at
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z ¼ 0 and (3) a particle emitted at t ¼ 0 experiences a phase f0. Moreover, contrary

to the previous sections since efficiency is not a major concern at this point, the

effect of the particles on the rf field, is ignored. Next we define tðzÞ ¼ Ð z
0
v�1 z0ð Þdz0

which represents the time it takes a particle to reach a point z, tacitly assuming that

electrons do not bounce back. We further define the phase of the electron reaching

this point as

fðzÞ 	 f0 þ otðzÞ � o
c
z

¼ f0 þ
o
c

ðz

0

dz0
g z0ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

g2 z0ð Þ � 1
p � 1

 !
:

(6.6.2)

Consequently, the equation of motion reads

d

dz
g ¼ eE0

2mc2
sinfþ sin fþ 2

o
c
z

� �h i
(6.6.3)

Formally, the phase variation is

df
dz

¼ o
c

gffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 � 1

p � 1

 !
) g2 ¼

df
dz

c
o þ 1

� �2
df
dz

c
o þ 1

� �2
� 1

d2f
dz2

¼ �o
c

1

g2 � 1ð Þ3=2
dg
dz

) dg
dz

¼ � d2f
dz2

c
o

df
dz

c
o þ 1

� �2
� 1

� �3=2
(6.6.4)

λ/4 λ/2 λ/2

z

Photo-cathode

Fig. 6.19 Schematics of an rf gun. The photo-cathode is on the left wall of the half-cell. At the

operating frequency the cell operates at the p-mode. The entrance or exit coordinates of the nþ
1=2 cell are z ¼ n� 1=2ð Þl=2 and z ¼ nþ 1=2ð Þl=2 correspondingly
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leading to the following non-linear differential equation

d2f
dz2

c2

o2
¼ � eE0

2mc2
c

o
sinfþ sin fþ 2

o
c
z

� �h i df
dz

c

o
þ 1

� �2

� 1

" #3=2

fð0Þ ¼ f0

gð0Þ ¼ 1

(6.6.5)

Rather than solving this non-linear equation in a self-consistent way, we proceed by

adopting an iterative approach.

The second term in (6.6.2) reflects the fact that when the bunch becomes

relativistic g � 1ð Þthe contribution of the integral to the phase of the particle is

negligible (except if f0j j � p) therefore, in zero order we may assume that the

main contribution to the phase is from the first cell where the major change in

velocity occurs. Denoting by gapp the approximate solution for g and

a ¼ eE0=2mco as the dimensionless field parameter representing the strength of

the accelerating field acting on an electron on the scale of one wavelength, we get

g ’ gapp ¼ 1þ 2a sin f0ð Þ o
c
z

� �
(6.6.6)

Substituting in the phase equation (6.6.2) the phase is given by

f ¼ f0 þ
gapp � 1

2a sinf0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gapp þ 1

gapp � 1

s
� 1

" #
(6.6.7)

enabling to determine a better approximation for g namely,

g ’ 1þ a
o
c
z sinfþ 1

2
cosf� cos fþ 2

o
c
z

� �h i� 	
(6.6.8)

note that according to (6.6.7) at the limit g � 1 the phase is

f1 ¼ f0 þ
1

2a sinf0

(6.6.9)

Comment 6.6. In case of a finite spread Df0 around f0 at the photo-cathode, the

spread at the output is

Df1
Df0

¼ 1� cosf0

2asin2f0

(6.6.10)

For assessment of the transverse motion several assumptions are in place: (1) the

initial transverse motion at the cathode is zero p? ¼ 0ð Þ, (2) the acceleration mode
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is azimuthally symmetric and (3) at the output end the bunch is relativistic b ’ 1ð Þ.
Subject to these assumptions the radial momentum at the output (z ¼ zout) is

pr;out ¼ a
o
c
r

� �
sin foutð Þ (6.6.11)

In what follows we omit the subscript “out” with the understanding that all

quantities are at the output end of the structure. In Chap. 3 we have shown that the

transverse motion may be characterized by the emittance and without any loss of

generality, we limit the discussion to the x-direction namely, px 	 gb dx=dzð Þ ¼
ao sinf=cð Þx thus ex ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2x
� �

x2h i � xpxh i2
q

. Further assuming that the transverse

and longitudinal dynamics are independent, we conclude that the contribution of

the rf field to the emittance is

ex ¼ a
o
c

x2
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2fi

� �
i
� sinfih i2i

q
(6.6.12)

For a small bunch whose average phase is fh i the phase is fi ¼ fh i þ dfi and

we will assume that dfij j � p hence

ex ¼ a
o
c

x2
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2 fh i cos2dfih i� cosdfih i2
h i

þ cos2 fh i sin2dfi

� �� sindfih i2
h ir

(6.6.13)

It can be readily checked that this expression has a minimum if

fh i ¼ p
2

(6.6.14)

implying that

ex;min ¼ a
o
c

x2
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

cos2dfih i � cos dfih i2
q

;

’ 1

2
a
o
c

x2
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

df4
i

� �� df2
i

� �2q
:

(6.6.15)

From this result, we conclude that minimum emittance is achieved when the

transverse momentum is maximum and consequently, it will be necessary to

focus the beam immediately after exiting the injector.

According to (6.6.9), the condition for minimal emittance at the output (6.6.14)

further implies that the initial phase should match the field strength parameter

namely

p
2
� f0

� �
sinf0 ¼

1

2a
(6.6.16)
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Figure 6.20 illustrates both the bunch spread as defined in (6.6.10) (expressed in

percentage) and the field strength parameter að Þ as a function of the initial phase of
the bunch at the photo-cathode f0ð Þ. It is evident that there is an entire range of

angles f0ð Þ which actually facilitates compression of the bunch Df1j j 
 Df0j j. In
fact, if f0 � 40o the spread is virtually zero, Df1 � 0; for this to happen the field

strength parameter should be a ’ 0:89. In the framework of this estimate, the

space-charge effect was ignored and therefore, these results should be considered

only as a rough estimate.

Exercises
6.1. Analyze the electromagnetic problem as in Sect. 6.1 but with three

modes in each groove and arm.

6.2. Analyze the electromagnetic problem as in Sect. 6.1 but for three arms

that are not necessarily located at the ends of the structure.

6.3. Analyze the electromagnetic problem as in Sect. 6.1 but for a rectangular

waveguide.

6.4. Analyze the electromagnetic problem as in Sect. 6.1 but for symmetric

TE modes in a cylindrical waveguide.

6.5. Analyze the beam-wave interaction problem as in Sect. 6.4 but assume

that the metal at r ¼ Rext is of finite conductivity. Determine the effect of

resistive wall instability on the energy exchange.
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Fig. 6.20 Bunch spread ratio

(in [%]) and the field strength

parameter að Þ as a function of

the initial phase of the bunch

at the cathode f0ð Þ. The
upper circle reveals that

choosing the latter to be f0 �
40o leads to zero spread at the

output; for this to happen,

a � 0:89
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Chapter 7

Free-Electron Laser

In Chap. 1 we have shown that the interaction of electrons with an electromagnetic

wave is possible even when the phase velocity of the latter is larger than c, provided
that there is a way to conserve simultaneously both energy and momentum. In a

free-electron laser (FEL) this is facilitated by the presence of a periodic magnetic

field. In most cases, the components of this field are transverse to the initial velocity

of the electron. An electron injected in a periodic magnetic field (wiggler) oscillates

and, as a result, it emits radiation. The highest frequency is emitted in the forward

direction and in zero order it is determined by the periodicity of the wiggler, L, and
the electron energy, g. In Sect. 3.2.3 it was shown that for relativistic electrons

(b � 1) this frequency is given by o ’ 2g2ð2pc=LÞ.
To the best of our knowledge, the first analysis of the motion of an electron in a

wiggler of this kind was performed in the early 1930s by Kapitza and Dirac (1933).

The question raised was whether it would be possible to observe stimulated

scattered radiation from electrons moving in an electromagnetic wave. For this

purpose, the authors considered a low energy beam of electrons injected in a

standing wave region and they estimated the number of scattered electrons due to

the stimulated radiation. In the early 1950s Motz (1951) investigated the radiation

emitted by electrons as they move in a wiggler and later Phillips (1960) built the

first coherent radiation source with a wiggler as its central component; it was called

the Ubitron. In the late 1960s Pantell et al. (1968) suggested the same concept at

much shorter wavelengths and Madey (1971) has proven that laser light can be

amplified using this scheme but it was only later at Stanford that Elias et al. (1976)

demonstrated experimentally the amplification of a 10.6 mm laser beam and since

then the name – free electron laser.

There are numerous textbooks, review articles, proceedings and articles on free-

electron lasers a small fraction of which will be mentioned in Sect. 7.5. However,

for an introductory guide to the free-electron laser we find the article of Hasegawa

(1978) as a good starting point. An excellent tutorial work on the theory of the free-

electron laser is the article by Kroll et al. (1981) which in fact inspired many of the

topics presented in Sect. 7.4. An overview of the field is presented in an article by

L. Sch€achter, Beam-Wave Interaction in Periodic and Quasi-Periodic Structures,
Particle Acceleration and Detection, DOI 10.1007/978-3-642-19848-9_7,
# Springer-Verlag Berlin Heidelberg 2011
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Roberson and Sprangle (1989) and among the books dedicated to FEL’s, Marshall

(1985) covers the basic theory and the early work done and more recently the book

by Freund and Antonsen (1992) also covers advanced topics on free-electron lasers

in addition to the basic theory.

In this chapter, we present what we conceive as the basics of free-electron lasers.

Alternative schemes of energy conversion from free electrons and some advanced

applications as advanced light source are briefly described in the last part of this

chapter. Specifically, in the first section we consider the spontaneous emission as an

electron traverses an ideal wiggler. This is followed by the investigation of coherent

interaction in the low-gain Compton regime. Section 7.3 deals with the high-gain

Compton regime, which includes cold and warm beam operation. The macro-

particle approach is presented in Sect. 7.4 and we review various alternative schemes

of free-electron lasers (Sect. 7.5). A brief description of FEL’s as an advanced light

sources concludes this chapter.

7.1 Spontaneous Radiation

As an electron is injected into a periodic magnetic field, it oscillates and emits

spontaneous radiation. In this section, we examine this process. For this purpose,

we consider a transverse periodic magnetic field that is uniform in the transverse

direction – at least on the scale of the beam cross-section. A helical undulator field

can be derived from the following magnetic vector potential

Aw ¼ �Aw½1x cosðkwzÞ þ 1y sinðkwzÞ�; (7.1.1)

or explicitly,

Bw ¼ Bw½1x cosðkwzÞ þ 1y sinðkwzÞ�; (7.1.2)

the two amplitudes Aw and Bw are related via Aw ¼ Bw=kw where kw ¼ 2p=L is the

wiggler’s wave-number; 1x; 1y are the unit vectors in the x and y directions

correspondingly. An electron is injected along the z axis and we examine its motion

in the absence of any radiation field. The relativistic Hamiltonian that describes

the motion of an electron in the presence of an electromagnetic field was developed

in Sect. 3.1 [(3.1.15)] and it is given by

H ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpþ eAwÞ2c2 þ ðmc2Þ2

q
¼ mc2g (7.1.3)

where collective effects are ignored and since no external voltage is applied and we

ignore space-charge effects, the electrostatic potential is taken as zero. In addition,

no boundaries are involved.
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The canonical momentum p has two components: one which is parallel to the

major velocity component of the electron and is denoted by pk and the transverse

one p?. As indicated in Sect. 3.1, if the Hamiltonian is not explicitly dependent on

the transverse coordinates then the transverse canonical momentum is conserved

(p? ¼ const:). This canonical momentum has also two contributions, the kinetic

and the electromagnetic i.e., p? ¼ mgv? � eA?. Assuming that the electron is born

outside the magnetic field and its initial transverse motion is zero, we immediately

conclude that p? ¼ 0, which implies

v? ¼ eA?
mg

: (7.1.4)

We also observe that this Hamiltonian does not explicitly depend on time therefore,

energy is conserved i.e.,

g ¼ const:: (7.1.5)

From the last two relations we can deduce the expressions that describe the motion

of an electron in space, they read

vxðzÞ ¼ � eAw

gm
cosðkwzÞ;

vyðzÞ ¼ �eAw

gm
sinðkwzÞ;

vzðzÞ ¼ v0:

(7.1.6)

It is evident from these expressions that the particle undergoes a helical motion

whose amplitude is determined by the amplitude of the wiggler Bw, its wave-

number kw and the initial energy of the particle. This fact becomes clearer when

realizing that in the x–y plane the particles undergo a circular motion as revealed by

the first two equations of (7.1.6) which can be rewritten as

v2x þ v2y ¼
eBw

kwgm

� �2

: (7.1.7)

If we assume that the transverse motion is much slower than the longitudinal

component we can assume that z ’ vkt and therefore,

XðtÞ ¼ Xð0Þ � eAw

gm
1

kwvk
sinðkwvktÞ;

YðtÞ ¼ Yð0Þ þ eAw

gm
1

kwvk
cosðkwvktÞ � 1
� �

:

(7.1.8)
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This trajectory of the particle implies that it will interact naturally with a circu-

larly polarized plane wave. However, before we consider the radiation emitted,

it is instructive to make one more observation. The energy factor, g, is defined by

g ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2k � b2?

q ; (7.1.9)

and we can also define a similar factor associated only with the longitudinal motion

i.e.,

gk �
1ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� b2k
q : (7.1.10)

Since the transverse velocity, as determined in (7.1.4), is g dependent, we find that

gk ¼
gffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ðeBw=mckwÞ2
q ; (7.1.11)

which indicates that the effective energy factor (gk) can be substantially smaller

than g. For example, if Bw ¼ 0:5T and L ¼ 2 cm the longitudinal energy factor is

about 70% of the original g.
An electron that follows the trajectory described by (7.1.8) radiates. In order to

calculate the emitted radiation we assume that the current density is given by

Jxðr; tÞ
Jyðr; tÞ
Jzðr; tÞ

2
64

3
75 ¼ �e

vx

vy

vk

2
64

3
75dðxÞdðyÞdðz� vktÞ; (7.1.12)

where the transverse displacement of the electron was neglected. In free-space the

radiation generated by this current density is given by

Aðr; tÞ ¼ m0

ð
do
ð
dr0

exp jo t� r�r0j j
c

� �h i
4p r� r0j j Jðr0;oÞ (7.1.13)

The time Fourier transform of the current density in (7.1.12), denoted above by

Jðr;oÞ, is given by

Jxðr;oÞ ¼ � e

2p
vxðt ¼ z=vkÞ

vk
exp �j

o
vk

z

� �
dðxÞdðyÞ;

Jyðr;oÞ ¼ � e

2p
vyðt ¼ z=vkÞ

vk
exp �j

o
vk

z

� �
dðxÞdðyÞ;

Jzðr;oÞ ¼ � e

2p
exp �j

o
vk

z

� �
dðxÞdðyÞ:

(7.1.14)
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The integrals in (7.1.13) can be simplified for the case when the observer is far away

from the wiggler [ðo=cÞr � 1 ] in which case we have

Aðr; tÞ ¼ m0
4pr

ð
do exp jo t� r

c

� �h i ð
dr0exp j

o
c
z0 cos y

� �
Jðr0;oÞ (7.1.15)

y in these expressions is the angle between the vector which connects the center of

the wiggler and the observer with the z axis. Substituting the explicit expression for
the current densities allows us to evaluate the integral analytically. Neglecting

rapidly oscillating terms ðo=cÞ cos y� kw � o=vk
� �

we have

Axðr; tÞ¼ em0
ð4pÞ2r

eBwD

mkwgvk
Re

ð
doexp jo t� r

c

� �h i
sinc

o
c
cosy�o

vk
þkw

� �
D

2

	 
� �
;

Ayðr; tÞ¼ em0
ð4pÞ2r

eBwD

mkwgvk
Re

ð
do

1

j
exp jo t� r

c

� �h i
sinc

o
c
cosy�o

vk
þkw

� �
D

2

	 
� �
;

Azðr;tÞ’0;

(7.1.16)

where sincðxÞ ¼ sinðxÞ=x, the total length of the wiggler is denoted by D and it

spans from � D=2<z<D=2. The longitudinal component of the magnetic vector

potential is negligible since it is proportional to sinc½ðcos y� 1=bkÞðoD=2cÞ� and
this function varies rapidly for a wiggler length D much larger than the wavelength

of interest.

The magnetic vector potential determines the electromagnetic field, which in

turn enables us to evaluate the power and energy emitted. The Poynting flux is

given by

Szðr; tÞ ¼ Exðr; tÞHyðr; tÞ � Eyðr; tÞHxðr; tÞ; (7.1.17)

and the energy emitted per unit area in this process is given by

wðrÞ ¼
ð
dtSrðr; tÞ; (7.1.18)

where Sz ¼ Sr cos y. Substituting the explicit expressions for the components of the

electromagnetic field, followed by the evaluation of the integral over t simplifies

substantially the calculation since the resulting Dirac delta function can be utilized

to evaluate the double integration

wðrÞ ¼ 4p
�0

em0
ð4pÞ2

eBw

mkwgvk

� �
D

r

" #2
�
ð
doo2sinc2

o
c
cos y� o

vk
þ kw

� �
D

2

	 

:

(7.1.19)
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This energy is emitted by a single electron. An ensemble of N electrons in the

interaction region carry a current I ¼ eNvk=D and the energy in an angular interval

y ! yþ dy is

W¼Nr2w

¼ eI�0

ð4pÞ3
eBw

mckwg

� �2 D

bk

 !3

�
ð
d

o
c

� �o2

c2
sinc2

o
c
cosy� o

vk
þ kw

� �
D

2

	 

:

(7.1.20)

The term

gðxÞ � sinc2ðxÞ; (7.1.21)

represents the spontaneous emission line shape and we shall encounter it again

when considering the power in the low-gain Compton regime. The argument of

the sinc function is directly associated with the resonance condition

x � D

2

o
c
cos y� o

vk
þ kw

� �
(7.1.22)

and maximum power is emitted when this condition is satisfied i.e., x ¼ 0. It

implies that the frequency emitted in the forward direction (y ¼ 0) is given by

o ¼ ores � ckw
bkð1þ bkÞg2

1þ eBw

mkwc

� �2
; (7.1.23)

which clearly depends on the strength of the wiggler. This can be considered the

exact resonance condition while the expressions presented in the first and third

chapters [(1.1.19) and (3.2.17)] are approximations, which are valid in case of a

weak wiggler field i.e. eBwc=kw � mc2.
Rather than considering the whole spectrum of waves emitted in a given

direction in space, it is instructive to present the energy emitted in a frequency

interval o ! oþ do in one period of the wave i.e.,

o
2p

dW

do
¼ eI�0

ð4pÞ4
eBw

mckwg

� �2 o
vk

D

� �3

sinc2
o
c
cos y� o

vk
þ kw

� �
D

2

	 

: (7.1.24)

Assuming operation at resonance we can substitute the explicit expression for the

resonant frequency and obtain

W � o
2p

dW

do

	 

o¼oresy¼0

¼ eI�0
32p

D

L
ð1þ bkÞ

	 
3
g4

O2
w

ð1þ O2
wÞ

3
; (7.1.25)
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where Ow ¼ eBw=mckw. Note that as a function of Ow, the emitted power has a

maximum at Ow ¼ 1=
ffiffiffi
2

p
therefore

Wmax ¼ eI�0
216p

D

L
ð1þ bkÞ

	 
3
g4: (7.1.26)

According to this result, a 10 MeV, 1 kA beam generatesWmax ¼ 0:1 mJ of energy
in 10 periods of the structure. If the electron pulse duration corresponds to the

radiation period 1/35 GHz, then the total energy carried by the beam is 0.28 J which

is six orders of magnitude larger than the radiated power.

The energy lost by the electron as it traverses the periodic magnetic field, can be

interpreted in terms of an effective gradient that decelerates the moving electron. In

order to evaluate this gradient, we integrate (7.1.19) over the spherical envelope

~W � 2pr2
ðp
0

dy sin yWðr; yÞ

¼ 2ð4pÞ2
�0

ðem0Þ2
ð4pÞ4

eBw

mckwgb

� �2

D2

ðp
0

dy sin y
ð1
�1

do

� o2sinc2
D

2

o
c
cos y� o

c

1

b
þ kw

� �	 

:

(7.1.27)

For a long interaction region we use

lim
D!1

D

2
sinc

D

2
k1 � k2ð Þ

	 
� �
¼ 2pdðk1 � k2Þ; (7.1.28)

thus

~W ¼ eBw

2mckwgb

� �2

D
e2

4pe0=k2w

ðp
0

dy
sin y

ð1=b� cos yÞ3 : (7.1.29)

The integral can be calculated analytically and, as we indicated, it is convenient

to determine the effective gradient as Eeff � ~W=eD which reads

Eeff ¼ 1

2
bg2

ek2w
4pe0

eBw

mckw

� �2

: (7.1.30)

This is the decelerating gradient which acts on the particle. Note that for a relativ-

istic particle it is quadratic in g, the energy of the particle, and it will become an

important factor when discussing acceleration of electrons using the FEL scheme in

Chap. 8.
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7.2 Low-Gain Compton Regime

If an electromagnetic wave is injected parallel to the beam and its frequency matches

the resonance condition, then stimulated radiation may occur. As a first stage, we

examine the lowest order effect of the beam on the radiation field. To bemore specific

we look for the contribution to the radiated power of the first order in o2
p term.

The wiggler is the same as in (7.1.1) and the injected wave is circularly

polarized:

Arf ðr; tÞ ¼ A0½1x cosðot� kzÞ þ 1y sinðot� kzÞ�: (7.2.1)

Ignoring space-charge effects and in the absence of boundaries it is justified to

omit the electrostatic potential from the expression for the relativistic Hamiltonian

(3.1.15) hence

H ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpþ eAw þ eArfÞ2c2 þ ðmc2Þ2

q
: (7.2.2)

Neither the wiggler nor the radiation field have components of A parallel to the

beam and consequently,

H ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðmc2Þ2 þ c2p2k þ c2ðp? þ eAw þ eArfÞ2

q
: (7.2.3)

As before, the conservation of the transverse canonical momentum (p? ¼ 0)

implies

H ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðmc2Þ2 þ c2p2k þ c2e2ðAw þ ArfÞ2

q
; (7.2.4)

whereas the linearization of the Hamiltonian in the radiation field reads

H ¼ H0 þ H1

¼ mc2gþ e2

mg
Aw 	 Arf

¼ mc2g� e2A0Bw

mkwg
cos½ot� ðk þ kwÞz�:

(7.2.5)

From this expression, we learn that the first order perturbation is proportional to the

scalar product of the wiggler and radiation vector potentials. This part of the

Hamiltonian determines the so-called pondermotive force (subscript p)

Fp ¼ � @H1

@z

¼ e2A0Bw

mgkw
ðk þ kwÞ sin½ot� ðk þ kwÞz�:

(7.2.6)
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For what follows, it is convenient to adopt a phasor notation

Fp ! �Fp ¼ �j
e2A0Bw

mgkw
ðK þ KwÞ exp j½ot� ðk þ KwÞz�f g

¼ ~Fp exp j½ot� ðk þ kwÞz�f g;
(7.2.7)

where

~Fp � �jeA0

eBw

mg
k þ kw
kw

: (7.2.8)

Next we linearize the Liouville equation i.e., assume that the distribution

function f has the form

f ðz; t; pÞ ¼ f0ðpÞ þ f1ðz; t; pÞ; (7.2.9)

where f0 is considered to be known and f1 is linear in the pondermotive force hence

joþ v
@

@z

� �
f1 ¼ � ~Fpexp j½ot� ðk þ kwÞz�f g df0

dp
: (7.2.10)

A solution of this expression, assuming that the right hand side is known, can be

formally written as

f1 ðz; tÞ ¼ � df0
dp

~Fp

v
exp jo t� z

v

� �h i exp jdkzð Þ � exp �jdk D
2

 �
jdk

;

¼ 1

p

df0
dp

e2A0Bwðk þ kwÞ
kw

exp jo t� z

v

� �h i

� exp jdkzð Þ � exp �jdk D
2

 �
dk

; (7.2.11)

where D is the length of the interaction region which starts at z ¼ �D=2 and

dk � o=v� k � kw. With this expression for the distribution function, we can

define the macroscopic current density and in particular, its transverse components

read

J? ¼ �en0

ð
dpv?f1

¼ 1

2
n0

e2Bw

kw

� �2
A0ðk þ kwÞ

m
ð1x � j1yÞ

� Ð dp 1
gp

df0
dp

exp jo t� z
v

 �� � exp jdkzð Þ � exp �jdk D
2

 �
dk

: (7.2.12)
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Here we used the explicit expression for the transverse velocity in (7.1.4) and

ignored terms that vary rapidly in space; n0 is the average density of the particles in
the absence of the radiation. Since we calculated the current density generated by a

known electric field, the next step is to calculate the power

P ¼ Sel

ðD=2
�D=2

dz
1

2
Re E? 	 J
?
 �

; (7.2.13)

where Sel is the beam cross-section and

E? ¼ �joArf ¼ �joð1x � j1yÞA0exp jot� jkzð Þ: (7.2.14)

Note that it has been tacitly assumed here that the effect of the beam on the radiation

field is negligible. Substituting in (7.2.13) we obtain

P ¼ 1

4
n0oðk þ kwÞSelD2 e2BwA0

kw

� �2 ð
dp

v

p2
df0
dp

sinc2
1

2
dkD

� �
: (7.2.15)

At this point we can evaluate the last integral for two extreme regimes: (1) cold
beam approximation and (2) warm beam approximation. In the former case it is

assumed that the initial distribution function f0 is much sharper than the sinc

function hence by integration by parts we get

P ¼ 1

2g50b
4
0

eI�0
mc2

ðoA0DÞ2
2�0

" #
eBw

mckw

� �2

ðk þ kwÞD � 1

2

d

dx
sinc2x

	 

x¼dkD=2

;

(7.2.16)

or

P¼ opD

c

� �2
1

ðg0b0Þ3
" #

eBw

mckw

1

g

	 
2
� ðoA0Þ2SelDðkþ kwÞ

4�0

" #
�1

2

d

dx
sinc2x

	 

x¼dkD=2

;

(7.2.17)

where we used f0ðpÞ ¼ dðp� p0Þ. These expressions clearly indicate that the power
is inversely proportional to the g5 out of which the g3 term is due to the longitudinal

bunching, and g2 is due to the transverse oscillation in the wiggler. In addition, note
that the power of the coherent radiation emitted is proportional to the derivative

of the spontaneous emission line shape.

The second regime of interest is when the sinc function is much sharper than

the distribution of particles and the power is
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P /
ð
dp

v

p2
df0
dp

sinc2
1

2
dkD

� �
/ v

p2

ð
dp

df0
dp

sinc2
1

2
dkD

� �
;

/ v

p2

ð
dp

d

dp
f0sinc

2 1

2
dkD

� �	 

�
ð
dpf0

d

dp
sinc2

1

2
dkD

� �� �
;

/ �sinc2ðpD=LÞ ’ 0;

(7.2.18)

which indicates that in the low-gain Compton regime, “warm” electrons do not

generate coherent radiation.

The coherent radiation generated in the course of the electrons’ motion in

the wiggler as revealed by (7.2.16), (7.2.17) is illustrated in Fig. 7.1 where the

normalized gain is � 1

2

d

dx
sinc2ðxÞ. We observe that when the velocity of the

electrons is larger than the phase velocity of the pondermotive force i.e.,

v > o=ðk þ kwÞ meaning negative x, the normalized gain is negative thus energy

is transferred from the electrons to the wave. And when the electrons are slower,

they are accelerated by the pondermotive force. Maximum gain does not occur at

resonance but for jxj ¼ 1:303 in which case the absolute value of the normalized

gain is 0:27.

7.3 High-Gain Compton Regime

In the previous section, the collective effect of the particles was neglected in the sense

that the effect of the beam on the radiation field was ignored and the gain was a result

of an ensemble of dipoles oscillating coherently due to the common excitation of the

external field. This interpretation is supported by the expression for the current

density in (7.2.12) which indicates that the electrons are organized in bunches. At

low currents the effect of these bunches on the radiation field is indeed small but as

the current is elevated, their effect becomes more and more significant. In parallel, as

the modulation increases, the quasi-electrostatic forces between particles also

N
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Fig. 7.1 Normalized gain. In

the weak Compton regime

when operating exactly at

resonance the gain vanishes

and it peaks z ¼ 1:303
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increases and space-charge effects have to be accounted for. These will be

represented here by a scalar electric potential F and the longitudinal component of

the magnetic vector potential Az. Following the same approach as previously, the

dynamics of the distribution function satisfies

joþ v
@

@z
þ Fp þ e

dF
dz

þ joeAz

� �
@

@p

	 

f ¼ 0: (7.3.1)

The electric scalar potential F is determined by the charge distribution via the

non-homogeneous wave equation

d2

dz2
þ o2

c2

	 

F ¼ en0

e0

ð
dpf � 1

	 

: (7.3.2)

This potential determines the longitudinal component of the magnetic vector

potential since we have tacitly assumed the Lorentz gauge i.e.,

dAz

dz
þ jo

c2
F ¼ 0: (7.3.3)

Note that there is no magnetic field associated with this potential since it is

dependent only on the z coordinate. In addition to these two potentials, the distri-

bution of particles determines the transverse current density

J?ðz;oÞ ¼ �en0

ð
dpv?f ; (7.3.4)

which in turn governs the magnetic vector potential via the non-homogeneous wave

equation as in (2.1.39). In this case we ignore transverse effects therefore we

integrate the wave equation over the transverse dimensions. Assuming that the

effective area of the electromagnetic field is Sem and that of the electron beam is Sel,
we define the filling factor term Ff � Sel=Sem by whose means the 1D wave

equation for the magnetic vector potential reads

d2

dz2
þ o2

c2

	 

A? ¼ �m0FfJ?; (7.3.5)

this filling factor is assumed to be known.

This is the set of equations, which describes the interaction in a free-electron

laser in the high-gain Compton regime. Before we proceed to a solution of this

set of equations it is instructive to examine the same set of equations when

instead of the the Lorentz gauge we use the Coulomb gauge. In this case the

equations read
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joþ v
@

@z
þ Fp þ e

dF
dz

� �
@

@p

	 

f ¼ 0;

d2F
dz2

¼ en0
e0

ð
dpf � 1

	 

;

Az ¼ 0;

J?ðz;oÞ ¼ �en0

ð
dpv?f ;

d2

dz2
þ o2

c2

	 

A? ¼ �m0FfJ?:

(7.3.6)

In principle the physical result should not be affected by the gauge choice. From

the point of view of the particles’ dynamics what is important is the acting field and

the latter is independent of the gauge choice. This is in particular easy to show in this

1D case: when using the Coulomb gauge, for a given source term r ¼ �en, assuming

functional dependence of the form exp jot� jkzð Þ, the Poisson equation dictates

F ¼ � en

e0k2
; (7.3.7)

and since the longitudinal component of magnetic vector potential vanishes the

electric field reads

Ez ¼ � dF
dz

¼ �jk
en

e0k2
: (7.3.8)

When choosing a Lorentz gauge, the non-homogeneous wave equation dictates

F ¼ en=e0
ðo=cÞ2 � k2

; (7.3.9)

and since F is related to Az by Az ¼ ðo=c2kÞF, the electric field reads

Ez ¼ �joAz þ jkF ¼ c2

jo
o2

c2
� k2

	 

o
c2k

F: (7.3.10)

Substituting (7.3.9) in (7.3.10) we obtain the same expression for the electric field

as in (7.3.8) i.e.,

Ez ¼ c2

jo
o2

c2
� k2

	 

o
c2k

F ¼ �jk
en

e0k2
: (7.3.11)
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In both cases, the magnetic field (associated with the space-charge) is zero: in the

case of the Coulomb gauge it vanishes since Az is zero and in the Lorentz gauge

case, because Az depends only on the z coordinate. Following the same procedure, it

can be shown that the force term in Liouville equations [(7.3.1) and (7.3.6)] is

identical in both cases.

7.3.1 The Dispersion Relation

The set of equations established previously will be analyzed in this subsection in

order to quantify the energy exchange process. For this purpose, it is convenient to

adopt a phasor notation for all linearized quantities. According to (7.2.7) Fp is

proportional to exp½jot� jðk þ kwÞz�. However, since in this case the Hamiltonian

is time dependent, g is not conserved and therefore we redefine ~Fp such that it does

not include the g term i.e.,

Fp ¼ �j ~Fp

1

g
exp jot� jðk þ kwÞz½ �; ~Fp ¼ e2A0Bwðk þ kwÞ

mkw
: (7.3.12)

Consequently, assuming that f0 does not vary in time and in space, a similar

dependence as Fp is anticipated for f1. Furthermore, since according to (7.3.2) F is

linear in f1, a similar dependence is expected for F and Az:

f1 ¼ ~f 1exp jot� jKzð Þ;
F ¼ ~Fexp jot� jKzð Þ;
A ¼ A0ð1x � j1yÞexp jot� jKzð Þ;

(7.3.13)

where K � k þ kw. Substituting in (7.3.2) we obtain

~F ¼ en0=e0
ðo=cÞ2 � K2

ð
dp~f1; (7.3.14)

and in a similar way we substitute in (7.3.1) to get

~f1 ¼ 1

do
1

g
~Fp þ e

K
K2 � o2

c2

� �
~F

	 

df0
dp

; (7.3.15)

where do � o� vðk þ kwÞ is the resonance term. Substituting the latter into

(7.3.14) we have, for the potential,

~F ¼ mo2
p

eðo;KÞ
~Fp

ðo=cÞ2 � K2

ð
dp

1

gdo
df0
dp

; (7.3.16)
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where eðo;KÞ is the dielectric coefficient of the beam defined by

eðo;KÞ ¼ 1þ mo2
p

K

ð
dp

1

do
df0
dp

: (7.3.17)

The explicit expression for the amplitude of the scalar electric potential can be

substituted into (7.3.15) which results in an expression for ~f1:

~f1 ¼ 1

d
o

1

g
� mo2

p

Keðo;KÞ
ð
dp0

1

g0do0
d

dp0
f0ðp0Þ

� �" #
df0
dp

~Fp: (7.3.18)

The particles’ density defines the current density via (7.3.4) whose linear term

(in the radiation field) is J? ¼ �en0
Ð
dpv?f1 or explicitly,

J? ¼ 1

2
o2

pe0
Bw

kw
~Fpð1x � j1yÞexp jot� jkzð Þ

�
ð
dp

1

do
df0
dp

1

g
� mo2

p

Keðo;KÞ
ð
dp0

1

g0do0
d

dp0
f0ðp0Þ

" #
; (7.3.19)

where off-resonance terms of the form o� vðk � kwÞ were neglected and

do0 � o� v’ðk þ kwÞ. The current distribution from the above is the source term

to the wave equation in (7.3.5) which, after being substituted, gives the dispersion

relation

o
c

� �2 � k2 ¼ � 1

2
Owop

 �2
Ffkm

�
ð
dp

1

gdo
df0
dp

1

g
� mo2

p

Keðo;KÞ
ð
dp0

1

g0do0
d

dp0
f0ðp0Þ

" #
;

(7.3.20)

Ow was defined in the context of (7.1.25). For a given initial distribution of

particles, f0ðpÞ, this expression determines the relation between the o and k in the

system. In the remainder of this section we assume that the system operates as an

amplifier which means that the frequency, o, is set externally and the interaction

determines the wave-number k.
The integrals in the dispersion relation indicate that there are two critical

functions: (1) the resonance term do�1 and (2) the distribution function f0ðpÞ.
At the simplest approximation one considers a distribution of particles which can

be represented by the first two moments namely the average (longitudinal)

momentum (hpi) and its spread Dp �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hp2i � hpi2

q
. On the other hand, the

“sharpness” of the resonance term is determined by the imaginary part of the

wave-number – which is basically the gain and a priori, its value is not known. For

solving the dispersion relation, it is instructive to consider two extreme regimes:
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the first when the distribution of particles is much sharper than the resonance line.

This will be referred to as the “cold beam operation” [ImðkÞ=jkj � Dv=hvi]. The
other case corresponds to the opposite regime i.e., ImðkÞ=jkj � Dv=hvi referred to
as the “warm beam operation”. We discuss the two in the following two

subsections.

7.3.2 Cold Beam Operation

In the framework of the cold beam operation, we consider the extreme case namely,

a Dirac delta function distribution,

f0ðpÞ ¼ dðp� p0Þ: (7.3.21)

With this distribution in mind, we can evaluate the three integrals in the dispersion

relation. The integral

ð
dp

1

g2do
df0
dp

; (7.3.22)

can be simplified by integration by parts to read

1

g20

ð
dp

d

dp

f0
do

� �
�
ð
dpf0

d

dp

1

do

� �	 

: (7.3.23)

In this expression, it was assumed that g�2 varies slower than the other two

functions. The first term in (7.3.23) is zero and in the second, the distribution

function varies slower than the resonance term, thus

ð
dp

1

g2do
df0
dp

’ � K

ðdoÞ2
1

mg50
: (7.3.24)

In a similar way,

ð
dp

1

gdo
df0
dp

’ � K

ðdoÞ2
1

mg40
;

ð
dp

1

do
df0
dp

’ � K

ðdoÞ2
1

mg30
: (7.3.25)

With these results the dispersion relation reads

o
c

� �2
� k2 ¼ 1

2

O2
w

g20

o2
pFf

g30

K2

eðo;KÞ
1

ðdoÞ2 ; (7.3.26)
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where

eðo;KÞ ¼ 1� o2
p

g30ðdoÞ2
(7.3.27)

and Ff is the filling factor defined in the context of (7.3.5). For a solution of this

equation we examine two cases: firstly, when the space-charge effects are neglected

and secondly, when their effect is taken into consideration.

No Space-Charge Effects. Firstly, we ignore the effect of the space-charge term
in the dielectric coefficient of the beam. Following the same approach as in the case

of the interaction in a slow-wave structure, we assume that the change, due to the

interaction, of the vacuum solution is small and it is denoted by dk i.e., o � cjdkj.
With this assumption, the dispersion relation is identical with the one in a traveling-

wave amplifier and it reads

dk dk � Dkð Þ2 ¼ �K3
0 ; (7.3.28)

only that in this case

K3
0 ¼ 1

4

Owkw
g0

� �2 o2
pFf

c2b20g
3
0

 !
1þ o

ckw

� �2 o
c

� ��1

;

Dk ¼ o
c

1

bk
� o

c
� kw:

(7.3.29)

Kroll (1978) was the first to point out the full equivalence between a free-electron

laser and a traveling-wave amplifier. As in TWT, assuming that Dk and K0 are

independent, maximum gain occurs at resonance (Dk ¼ 0) and it is given by

ImðkÞ ¼
ffiffiffi
3

p

2
K0 ¼

ffiffiffi
3

p

2

1

4

Owkw
g0

� �2 o2
pFf

c2b20g
3
0

 !
1þ o

ckw

� �2 o
c

� ��1

" #1=3
: (7.3.30)

If we compare this result, as it stands, with the gain in a slow-wave structure we

observe that the main difference is the fact that here K3
0 is proportional to g

�5
0 and in

the former it was proportional to g�3
0 . However, for relativistic electrons, assuming

that o � ckw and bearing in mind that at resonance

o
c
’ kw

2g20
1þ O2

w

; (7.3.31)

we find that the coupling wave-number K0 is

K3
0 ’ 1

2

O2
w

1þ O2
w

Ff

b20g
3
0

o2
p

c2
kw; (7.3.32)
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which for a strong wiggler, Ow � 1, reads

K3
0 ’ 1

2

o2
pFf

c2b20g
3
0

kw ’ 1

2

eI�0Ff

mc2
kw
Sel

1

ðg0b0Þ3
: (7.3.33)

This result indicates that for a given periodicity and strong wiggler the growth-

rate scales with particle’s energy (g0) as in a traveling-wave amplifier but still their

numerical value can differ quite substantially. A difference between this expression

and the one in (4.1.18) is that o=c was replaced here by kw. However, in slow-wave
structures driven by relativistic electrons, the two are of the same order of magni-

tude. A more important difference regards the interaction impedance: in this case, it

is simply

Zint ¼ �0Ff; (7.3.34)

and since this might be substantially smaller than in a traveling-wave amplifier

(based on metallic periodic structure) the gain per unit length in a FEL is typically

smaller.

Before we consider the space-charge effect it is important to emphasize that the

assumption Ow � 1 which leads to (7.3.33) should be considered only within the

limited framework of the comparison with the traveling wave amplifier otherwise

too large wiggler amplitude in a FEL has a detrimental effect on its performance

which is clearly revealed when examining (7.1.23) since it reduces the operating

frequency.

Space-Charge Effect. When the current density is high enough such that its

effect on the dielectric coefficient ½eðo;KÞ� of the beam is significant, we can

simplify the dispersion for the forward propagating waves to read

k � o
c

� �
k þ kw � o

c

1

b

� �2

� K2
p

" #
¼ �K3

0 ; (7.3.35)

where K2
p � o2

p=v
2
0g

3
0. The space-charge waves in this case are characterized by

FðkÞ � k þ kw � o
c

1

b

� �2

� K2
p ¼ 0: (7.3.36)

Thus expanding this expression in conjunction with the FEL resonance condition,

we obtain

FðkÞ ’ F k ¼ o
c

� �
þ k � o

c

� � d

dk
FðkÞ

	 

k¼o=v0�kwþKp

’ 2Kp k � o
c

� �
:

(7.3.37)
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This simplifies the dispersion relation to

k � o
c

� �2
’ � 1

2

K3
0

Kp
; (7.3.38)

and the spatial growth rate is

ImðkÞ ¼
ffiffiffi
2

p

2

ffiffiffiffiffiffi
K3
0

Kp

s
¼

ffiffiffi
2

p

2

1

2

O2
w

1þ O2
w

Ff

b0g
3=2
0

op

c
kw

" #1=2
: (7.3.39)

The main difference between this regime and the former is that here the gain scales

as I1=4 compared to I1=3. In addition, here the gain scales with energy of the

electrons like g�7=4 compared to the g�5=3 in the former case.

7.3.3 Warm Beam Operation

So far, we have investigated the dispersion relation in an FEL with a mono-

energetic beam of electrons. In this subsection, we examine the operation of the

FEL with a warm beam as defined in the context of (7.3.20). For this case, we have

to evaluate the integral

ð
dp

1

do
1

g2
d

dp
f0ðpÞ; (7.3.40)

only that the resonance term varies more rapidly than the distribution term. In the

evaluation of the integral we assume that k is a complex quantity i.e.,

k ¼ kr þ jki; (7.3.41)

hence

ð
dp

g�2df0ðpÞ=dp
o� vðkr þ kwÞ � jvki

¼
ð
dp

g�2ðdf0=dpÞ
½o� vðkr þ kwÞ�2 þ ½vki�2

o� vðkr þ kwÞ þ jvki½ �:

(7.3.42)

The main contribution is from the region where the resonance term peaks i.e.,

v ¼ vres � o=ðkr þ kwÞ. This allows us to extract the slow varying term out of the

integral such that we are left with
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g�2 d

dp
f0ðpÞ

	 

v¼vres

ð
dp

o� vðkr þ kwÞ
½o� vðkr þ kwÞ�2 þ ½vki�2

þ g�2 d

dp
f0ðpÞ

	 

v¼vres

ð
dp

jvki

½o� vðkr þ kwÞ�2 þ ½vki�2
: (7.3.43)

The contribution of the first term (near resonance) vanishes because of the

asymmetry of the integrand relative to v ¼ vres and the second’s can be evaluated

analytically,

ð
dp

1

dog2
df0
dp

’ g
df0
dp

	 

v¼vres

jpm
kr þ kw

: (7.3.44)

In a similar way

ð
dp

1

dog
df0
dp

’ g2
df0
dp

	 

v¼vres

jpm
kr þ kw

;

ð
dp

1

do
df0
dp

’ g3
df0
dp

	 

v¼vres

jpm
kr þ kw

:

(7.3.45)

With these integrals the dispersion relation reads

o
c

� �2 � k2 ¼ � 1

2
Ow

op

c

� �2
Ff :

�
j pðmcÞ2gðdf0=dpÞ
h i

v¼vres

1þ jðop=cÞ2ðo=cþ kwÞ�2 pðmcÞ2g3ðdf0=dpÞ
h i

v¼vres

8><
>:

9>=
>;
(7.3.46)

As in the previous subsection, the gain without space-charge effects is calculated

neglecting the plasma frequency term in the denominator and it reads

ImðkÞ ’ 1

4

o
c

� ��1

Ow

op

c

� �2
Ff pðmcÞ2g df0

dp

	 

v¼vres

: (7.3.47)

When the space-charge effect is significant, the growth rate is given by

ImðkÞ ’ 1

4

o
c

� ��1

Ow

op

c

� �2
Ff pðmcÞ2g df0

dp

	 

v¼vres

( )

� 1þ o2
p

c2K2
pðmcÞ2g3 df0

dp

	 

v¼vres

 !2
2
4

3
5
�1

; (7.3.48)
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which also determines a quantitative criterion for the regime when the space-charge

effect is negligible i.e.,

o2
p

c2K2
pðmcÞ2g3 df0

dp

	 

v¼vres

 !2

� 1: (7.3.49)

Note that the spatial growth rate in these two cases is proportional to the

current and if we consider Gaussian-like electrons’ distribution i.e., f0ðpÞ ’
exp �ðp� p0Þ2=Dp2
h i

, then the gain vanishes when the resonance velocity corres-

ponds to the peak value of the distribution function.

7.4 Macro-Particle Approach

Electrons that experience an electric field have a momentum which is either larger

or smaller than the average momentum of the beam. Since the system is designed to

operate as an amplifier, the number of electrons which have energy below the

average of the beam is larger than those which are faster and the energy difference

is transferred to the electromagnetic field. In addition, exactly as the gain is

associated with the imaginary part of the wave-number, its real part changes the

effective phase velocity of the wave and after a certain interaction length the

electrons may be out of phase. Consequently, electrons, which at the beginning of

the interaction region were decelerated are now accelerated and vice versa. At the

point in space where the slow electrons start to be accelerated because of the phase

slip, they drain energy from the electromagnetic field whose growth saturates and

beyond it, the gain decreases. In order to avoid this situation it is required to adjust

the relative phase between the wave and the electrons. In the FEL this can be done

by adjusting the wiggler period or amplitude (or both). Because of the large energy

spread, fluid or kinetic approaches are inadequate and we then use the macro-

particle approach, which will be presented in this section. For free-electron lasers

this approach was initially developed by Kroll et al. (1981) and in this section we

follow the essentials of their approach.

7.4.1 Basic Formulation

Assuming that space-charge effects are negligible, the scalar electric potential and

the longitudinal magnetic vector potential can be omitted from the expression for

the Hamiltonian, thus

H ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðp? þ eA?Þ2c2 þ p2kc

2 þ ðmc2Þ2
q

¼ mc2g (7.4.1)
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The transverse magnetic vector potential has two components: the wiggler and

radiation field i.e.,

A? ¼ Aw þ Arf : (7.4.2)

Since it will be necessary to adapt the wiggler parameters to the local conditions

in order to keep the electron in resonance, we consider a wiggler with variable

amplitude and wave-number namely,

Aw ¼ �AwðzÞ 1x cos

ðz
0

dz0kwðz0Þ
� �

þ 1y sin

ðz
0

dz0kwðz0Þ
� �	 


; (7.4.3)

in a similar way, the magnetic vector potential which describes the radiation field

has an amplitude A0ðzÞ which varies in space and so does its wave-number:

Arf ¼ A0ðzÞ 1x cos ot�
ðz
0

dz0kðz0Þ
� �

þ 1y sin ot�
ðz
0

dz0kðz0Þ
� �	 


: (7.4.4)

The latter has two components, the wave-number in vacuum (o=c) and the effect
of the interaction ½yðzÞ�. Therefore, Ð z

0
dz0kðz0Þ ¼ ðo=cÞzþ yðzÞ; this is to say that y

is the phase accumulated by the wave due to the interaction. As in the previous

sections the wiggler is assumed to be uniform in the transverse direction therefore

the canonical momentum in these directions is conserved; for simplicity it will be

assumed to be zero (p? ¼ 0) hence

v? ¼ e

mg
A? ’ e

mg
Aw (7.4.5)

where in the second expression it is assumed that the contribution of the radiation

field to the transverse motion is negligible.

After substituting the expressions for the magnetic vector potentials into the

Hamiltonian we obtain

H ¼ mc2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ pk

mc

� �2
� 2awðzÞarfðzÞ cosc

r
¼ mc2g; (7.4.6)

where

awðzÞ ¼ eAwðzÞ
mc

; arfðzÞ ¼ eArfðzÞ
mc

; KðzÞ ¼ kðzÞ þ kwðzÞ;

m2ðzÞ ¼ 1þ a2wðzÞ þ a2rfðzÞ; cðz; tÞ ¼ ot�
ðz
0

dz0Kðz0Þ:
(7.4.7)

The last expression represents the phase between the wave and the particle, when

the presence of the wiggler is accounted for. At the transition from the Hamiltonian
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in (7.4.1)–(7.4.6) no approximations were made other than p? ¼ 0. Note that m2

plays the role of a normalized effective mass of the electron, which is z-dependent
but not time dependent. This Hamiltonian enables us to determine a relatively

simple expression for the longitudinal velocity of the particle; this is given by

vk ¼ dz

dt
¼ @H

@pk
¼ pk

mc2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ pk=mc

 �2 � 2awðzÞarfðzÞ cosc
q

¼ c

g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 � m2 þ 2awðzÞarfðzÞ cosc

p (7.4.8)

where in the last expression we used (7.4.6) to express pk in terms of g.
Since we are interested in the operation of the system as an amplifier, it is

assumed that the frequency is determined by the external source and only spatial

variations are allowed. Consequently, we follow the particle in space and we

consider the time it takes the ith particle to reach a point z starting from z ¼ 0;

this time interval is denoted by tiðzÞ. Regarding the phase dynamics the situation

seems at a first glance more complicated by the three dimensional motion of the

electron (compared to 1D in the slow-wave structure). However, in practice, we

need only the projection of the motion along the wave propagation and this fact

simplifies the calculation substantially as will be shown next.

The phase between the wave and the particle is given by ciðzÞ ¼ otiðzÞ�Ð z
0
dz0Kðz0Þ thus the dynamics of the phase c in space reads

dciðzÞ
dz

¼ o
dti
dz

� KðzÞ: (7.4.9)

Now, the derivative of t with respect to z is inversely proportional to the

longitudinal component of the velocity as determined in (7.4.8) hence,

dciðzÞ
dz

¼ o
c

giffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2i � m2 þ 2awarf cosci

p � KðzÞ: (7.4.10)

As the velocity of the particle varies in space, so does its energy which satisfies

mc2vk
dgi
dz

¼ �ev 	 E; (7.4.11)

and since (in phasor notation) E? ¼ �joArf we can use (7.4.8) to write

dgi
dz

¼ � 1

2

j
o
c
arfaw exp jcið Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

gi � m2 þ 2awarf cosci

p þ c.c:

2
4

3
5: (7.4.12)
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Next we determine the dynamics of the amplitude of the radiation field. The

starting point is the non-homogeneous wave equation in (7.3.5). Its source term is

the current density which in the framework of the present approach is

J?ðr; tÞ ¼ �e
X
i

v?;id½x� xiðtÞ�d½y� yiðtÞ�d½z� ziðtÞ�; (7.4.13)

in particular, we can substitute the explicit expression for the magnetic vector

potential and from the x-component of the wave equation we obtain

@2

@z2
� 1

c2
@2

@t2

	 

A0ðzÞ coscðz; tÞ ¼ A0ðzÞ coscðz; tÞ o2

c2
� o

c
þ dzy

� �2	 


þ 2dzA0ðzÞ sincðz; tÞ o
c
þ dzy

� �
: (7.4.14)

In a similar way we substitute the explicit expression for v? from (7.4.5) in the x
component of the current density and write

Jxðz; tÞ ¼ ec
X
i

aw
gi

cos

ðz
0

dz0kwðz0Þ
	 


Ff

Sel
d½z� ziðtÞ�; (7.4.15)

where we have already averaged out over the beam cross-section and the filling

factor was included [see (7.3.5)]. Note that second derivatives of A0 and y were

neglected in (7.4.14).

The coefficients of the trigonometric functions are time independent and there-

fore, we use the orthogonality of the trigonometric functions to average the wave

equation over one period ðTÞ of the wave. First, we take advantage of the orthogo-
nality of the cosðot 	 	 	Þ function to obtain

�2
o
c

dy
dz

� �
A0

1

2
¼ �m0Ff

1

S
el

1

T

ð
dt cos ot�

ð
dz0kðz0Þ

	 


� ec
X
i

aw
gi

cos

ðz
0

dz0kwðz0Þ
	 


d z� ziðtÞ½ �g;
(

(7.4.16)

and second, using the orthogonality of sinðot 	 	 	Þ we have

2
o
c

dA0

dz

1

2
¼ �m0Ff

1

S
el

1

T

ð
dt sin ot�

ð
dz0kðz0Þ

	 


� ec
X
i

aw
gi

cos

ðz
0

dz0kwðz0Þ
	 


d z� ziðtÞ½ �g:
(

(7.4.17)
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Assuming that no electrons are reflected backwards, the time integral can be

readily evaluated using the Dirac delta function and if only slowly varying (reso-

nant) terms are kept, then (7.4.16) reads

� o
c

dy
dz

� �
A0 ¼ � e2m0

cmT

Ff

Sel
Aw

1

2

X
i

1

gibk;i
cosciðzÞ: (7.4.18)

The summation in this case is over all particles in one period of the wave and

assuming that there are N such particles, we can write
P

i 	 	 	 ¼ Nh	 	 	i. Since the
average beam density is given by n0 ¼ N=SelcT, we can finally write

A0

dy
dz

¼ 1

2

o2
p

c2
FfAw

o
c

� ��1 cosciðzÞ
gibk;i

* +
: (7.4.19)

Following exactly the same procedure, we have for (7.4.17)

dA0

dz
¼ � 1

2

o2
p

c2
FfAw

o
c

� ��1 sinciðzÞ
gibk;i

* +
: (7.4.20)

If d is the total length of the interaction region, it is convenient to use the following

set of normalized quantities: z ¼ z=d, O ¼ ðo=cÞd, Kw ¼ kwd, �arf ¼ arfexp jyð Þ
and a ¼ 1

2
ðopd=cÞ2Ff . With these definitions, there are two equivalent ways to

formulate the interaction: either in terms of complex variables

d

dz
�arf ¼ �j

a
O
aw

e�jwi

gibk;i

* +
;

d

dz
gi ¼ � 1

2

jO�arfawexp jwið Þ
gibk;i

þ c:c:

" #
;

d

dz
wi ¼ O

1

bk;i
� O� Kw;

bk;i ¼
1

gi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2i � m2 þ aw �arfexp jwið Þ þ c.c:½ �

q
;

(7.4.21)

Comment 7.1. One can average over the equation of motion of the particles and

substitute the amplitude equation to get

d

dz
hgi þ 1

2a
ðOaÞ2

	 

¼ 0; (7.4.22)

which is the global energy conservation.
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7.4.2 Resonant Particle Solution

Now that we have determined the equations which govern the dynamics of the

electrons and the electromagnetic field in the presence of a quasi-periodic wiggler,

we should be able to solve them provided that the initial conditions are known as

well as the wiggler’s parameters. However, we shall now make one step further and

ask what the wiggler should be, for a given initial distribution of particles and

electromagnetic field, that maximizes the energy extraction from the electrons. A

general solution of this problem is difficult and practically impossible with analyti-

cal techniques. However, if the distribution of electrons occupies only a small

region of the phase-space then the problem can be treated analytically.

For this purpose consider an ideally bunched beam such that we assume that all

particles in one bunch move together forming a single macro-particle whose shape

is preserved along the entire interaction region. Based on the equations of motion,

the condition for maximum energy extraction is to keep it in correct phase with the

wave i.e., maintain it in resonance. Assuming that at the input the macro-particle is

in phase with the wave, the resonance along the interaction region will be defined as

dcr=dz ¼ 0 and it translates into

g2r ’
1

2

O

ðKw þ y
0 Þ m

2; (7.4.23)

where the subscript r indicates resonance conditions. This expression becomes

exact if we choose the resonance phase to be cr ¼ �p=2 since dy=dz ¼ 0. In this

subsection we consider an amplifier configuration so we take cr ¼ �p=2 in which

case, bk;r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðm=grÞ2

q
. Substituting in the equation for the amplitude we obtain

d

dz
a ¼ a

O
awffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

g2r � 1� a2 � a2w
p : (7.4.24)

Bearing in mind that the total energy is conserved i.e., grðzÞ þ ½OaðzÞ�2=2a ¼
e � grð0Þ þ ½Oað0Þ�2=2a, we substitute the expression for gr to get

O
a
1

aw

ðaðzÞ
að0Þ

dx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e� 1

2

O2

a
x2

	 
2
� 1� x2 � a2w

s
¼ z; (7.4.25)

This equation is solved numerically for a constant aw (but variable kw) assuming

a 3 mm beam radius which carries 100 A current, the filling factor being Ff ¼ 0:1.
The total interaction length is 5 m, at the entrance the wiggler period is L ¼ 2cm

and its amplitude is Bw ¼ 0:2T. The initial energy of the electrons is 4:6MeV�
½gð0Þ ¼ 10� and the normalized amplitude of the radiation field is arð0Þ ¼
8:4� 10�5. The result is illustrated in Fig. 7.2: the upper left frame shows the

way in which the amplitude should grow in space. The variation in space of g (upper
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right frame) is calculated from the global energy conservation and the efficiency is

illustrated in the lower left frame. The last frame illustrates the required variation

in space of the period of the wiggler. It indicates that in order to achieve a 50%

efficiency at 100 mm, the period of the wiggler has to be reduced from 2 cm to

0.6 cm and the intensity of the magnetic field enhanced to almost 0.7 T.

7.4.3 Buckets

In practice, any bunch has a finite spread in energy and phase. Let us denote the

deviations from the resonant phase by dci � ci � cr and from resonant energy by

dgi � gi � gr. Based on the equations developed in the last subsection these two

quantities satisfy

d

dz
dci ¼ �ð1þ bk;rÞKw

grbk;r
dgi; (7.4.26)

0.0 0.2 0.4 0.6 0.8 1.0

z/d

0
0.0 0.2 0.4 0.6 0.8 1.0

z/d

20

40

60

80

100 1.0

0.8

0.6

0.4

0.2

0.0

E
ffi

ci
en

cy
 (

%
)

L(
z)

/L
(0

)

0.0 0.2 0.4 0.6 0.8 1.0
z/d

0

2

4

6

8

10

a/
a 0

0.0 0.2 0.4 0.6 0.8 1.0

z/d

0

2

4

6

8

10

g

Fig. 7.2 Variation in space

of the amplitude, energy,

efficiency and period. All

correspond to the resonant

particle model

7.4 Macro-Particle Approach 361



and

d

dz
dgi ¼ Oawar

1

grbk;r
coscrdci; (7.4.27)

provided that the deviations are small. For coscr > 0 the trajectories are stable

and oscillate around the resonance point (cr; gr) in the phase-space at a (spatial)

“frequency”

D ¼ Kwð1þ bk;rÞ
mbk;r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
araw coscr

p
: (7.4.28)

These equations and the last result indicate that there is an entire range of

trajectories around the resonance condition, which are stable. However, the analysis

was limited to small deviation from resonance. We now reformulate the dynamics

for the case when large deviations of the phase (ci) are permitted. The phase

equation has a similar form as (7.4.26)

d

dz
ci ¼ �ð1þ bk;rÞKw

grbk;r
dgi; (7.4.29)

but the equation for dgi reads

d

dz
dgi ¼

Oawar
grbk;r

sinci � sincr½ �: (7.4.30)

It is convenient to redefine the phase as c � �c and regard it as the canonical

coordinate whereas dgi is the canonical momentum. With these definitions, the

Hamiltonian of the system reads
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Fig. 7.3 Effective potential

in whose minima electrons

can be trapped
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H ¼ 1

2

Kwð1þ bk;rÞ
grb

2
k;r

dg2i � Oawar
1

grbk;r
cos �ci þ �ci sin

�cr

� �

� 1

2M dg2i �
1

2
K cos �ci þ �ci sin

�cr

� �
(7.4.31)

and it corresponds to a particle whose mass, M�1 � Kwð1þ bk;rÞ=grb2k;r, is z
dependent which moves in a potential Vð�cÞ,

Vð�cÞ ¼ �K cos �cþ �c sin �cr

� �
; (7.4.32)

where K � Oawar=grbk;r.
This potential is illustrated in Fig. 7.3 and it shows that particles can be trapped

in its minima according to their initial conditions. The maximum stable trajectory

of the particles is determined by the extrema of the potential in (7.4.32) and there

are two sets of solutions: �c ¼ �cr � 2pn or �c ¼ ��cr þ p� 2pn. It is the latter

which corresponds to the local maxima and thus represents the maximal value of a

“bound state”. Assuming that cr>0 and that at the extremum the (canonical)

momentum is zero, we find that the maximum value of H, for which the trajectories

are still expected to be stable is given by

Hmax ¼ 1

2
K cos �cr þ ð�cr � pÞ sin �cr

� �
: (7.4.33)

If cr is negative, then p in this equation reverses its sign. Figure 7.4 illustrates

the limits of the stable trajectories region (bucket) and a typical stable trajectory.

Based on the maximal value of the Hamiltonian, one can also determine the

maximal dgmax permissible for stable trajectory. It occurs at �c ¼ �cr and it is

given by

dgmax ¼ 2
ffiffiffiffiffiffiffiffiffiffi
MK

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos �cr þ �cr �

p
2

� �
sin �cr

r
: (7.4.34)
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The two extreme phases of the bucket (�c1;
�c2) are determined in a similar way,

only that in this case dg ¼ 0.

The bucket method infers that there is an inherent limit on the efficiency of

such a device since only those electrons, which are trapped in the bucket, can be

decelerated. Furthermore, in the context of a traveling-wave amplifier, it was shown

that in the interaction process the area of the phase-space increases and if the

electrons are to be “recycled” (ring configuration FEL), there are two conditions

to be satisfied. (1) Elevate to maximum the bucket at the entrance in order to capture

the maximal number of electrons and (2) minimize the energy spread, otherwise

many electrons are lost in the next cycle. This kind of design was thoroughly

investigated by Kroll et al. (1981). In what follows we investigate some additional

aspects of the interaction and its manifestation in the phase-space.

7.4.4 Energy Spread

The set of equations as introduced in (7.4.21) can be reformulated in the case of a

constant aw. From the equations of motion of the particles, we conclude that the

quantity ~a � jO�arfaw is the effective (normalized) longitudinal electric field which

acts on a single particle. Substituting this definition in the amplitude equation it is

natural to redefine the normalized coupling coefficient a to read ~a � aa2w. With

these definitions we have

d

dz
~a ¼ ~a

e�jwi

gibk;i

* +
;

d

dz
gi ¼ � 1

2

~aexp �jwið Þ
gibk;i

þ c:c:

" #
;

d

dz
wi ¼ O

1

bk;i
� O� Kw;

bk;i ¼
1

gi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2i � m2 þ �j~aexp jwið Þ þ c.c:½ �=O

q
: (7.4.35)

From the second equation, we can develop the equation for the energy spread:

Dg2 � hg2i i � hgii2. This is done by firstly averaging over all particles

d

dz
hgii ¼ � 1

2
~a

exp �jwið Þ
gibk;i

* +
þ c:c:

" #
; (7.4.36)

secondly, we multiply by the local average hgii to get
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1

2

d

dz
hgii2 ¼ � 1

2
~a

exp �jwið Þ
gibk;i

* +
hgii þ c:c:

" #
: (7.4.37)

Next we repeat these steps but in the opposite order: we multiply the single

particle equation of motion by gi and then average over the particles ensemble; the

result is

1

2

d

dz
g2i
� � ¼ � 1

2
~a

exp �jwið Þ
bk;i

* +
þ c:c:

" #
: (7.4.38)

Subtracting from the last expression (7.4.40) and using the definition of the energy

spread, we obtain

d

dz
Dg2 ¼ � ~a

exp �jwið Þ
gibk;i

gi

* +
� exp �jwið Þ

gibk;i

* +
gih i

" #
þ c:c:

( )
: (7.4.39)

We know from our analysis of traveling-wave amplifiers that the energy spread

increases in the interaction process since part of the electrons are accelerated and

others are decelerated. It is the same electromagnetic field, which causes the

average deceleration (in an amplifier), and at the same time it accelerates a fraction

of the particles causing the energy spread at the output. It was Madey (1979) who

initially showed that in the low-gain Compton regime the energy spread at the

output is directly related to the gain; at the input the energy spread is assumed to be

negligible. Here we quote a result, which was revised, by Kroll et al. (1981) and it

relates the gain hgið1Þi � hgið0Þi to the energy spread at the output

�g1 � �g0 ¼
1

2

d

d�g0
Dg2ð1Þ (7.4.40)

where �g1 ¼ hgið1Þi and �g0 ¼ hgið0Þi. We will show now that the Madey theorem as

formulated above for the low-gain Compton regime is related to the equation which

describes the energy spread (7.4.39).

First, we note that in addition to DgðzÞ, there are two other macroscopic

quantities hgðzÞi and j~aðzÞj which describe the system. Second, we bear in mind

that these two are related via the energy conservation i.e.,
d

dz
hgi þ j~aj2=2~a
h i

¼ 0,

therefore we can use one of the two as an independent variable instead of z hence

d

dz
Dg2 ¼ d�g

dz

� �
d

d�g
Dg2 (7.4.41)

Comment 7.2. Although z does not occur explicitly in the right-hand side of the

equation, it is implicitly there since we consider the values of Dg and �g � hgðzÞi at
the same location z.
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Using the energy conservation, we obtain

d

dz
Dg2 ¼ � 1

~a
j~aj dj~aj

dz

� �
d

d�g
Dg2

� �
; (7.4.42)

and for simplicity we define ~ae jwi � j~aje j~wi . With this definition and using the ampli-

tude equation in (7.4.35) we obtain

d

dz
Dg2 ¼ �j~aj cosð~wiÞ=ðgibk;iÞ

D E d

d�g
Dg2;

¼ �2j~aj cos ~wi
gibk;i

gi

* +
� cos ~wi

gibk;i

* +
�g

" #
;

(7.4.43)

where in the second expression we used (7.4.39). From the two right-hand side

expressions we conclude that

1

2

d

d�g
Dg2 ¼ �g� hcosð~wiÞ=bk;ii

hcosð~wiÞ=gibk;ii
; (7.4.44)

and the resemblance with Madey’s theorem becomes apparent. However, in

contrast with the latter this relation is exact at any point in the interaction region.

Furthermore, it is also valid in the high-gain Compton regime.

Under the simplifying conditions of low-gain Compton regime we may approx-

imate the second expression in the right hand side with its value at the input

hcosð~wiÞ=bk;ii
hcosð~wiÞ=gibk;ii

’ hcosð~wiÞ=bk;ii
hcosð~wiÞ=gibk;ii

" #
z¼0

¼ �gð0Þ: (7.4.45)

thus

1

2

d

d�gð1ÞDg
2ð1Þ ’ �gð1Þ � �gð0Þ: (7.4.46)

Bearing in mind that in the low-gain Compton regime the energy transfer is small,

we can replace �gð1Þ on the left-hand side with �gð0Þ to obtain

1

2

d

d�gð0ÞDg
2ð1Þ ’ �gð1Þ � �gð0Þ; (7.4.47)

which is exactly Madey’s theorem as formulated in (7.4.40).

Although the Madey theorem relates the moments of the electrons’ distribution

function, it does not actually help us to calculate them and for this purpose we have

to go back to the equations of motion. These were solved for a typical FEL set of

parameters and the question we address now is how does the energy spread vary at
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the output of the device when the only other parameter that is changed is the energy

spread at the input. The result of our simulation is presented in Fig. 7.5: the energy

spread at the output Dgð1Þ as a function of the energy spread at the input, Dgð0Þ
decreases for values of Dgð0Þ smaller than Dgð1Þ. We observe that Dgð1Þ starts from
a high value when the energy spread at the input is virtually zero. By increasing

the latter we cause Dgð1Þ to decrease as does the gain. The latter vanishes when

the energy spread at the output equals its value at the input. Any further increase of

Dgð0Þ beyond this level does not change the gain and since the beam traverses the

interaction region almost unaffected, Dgð1Þ increases linearly with Dgð0Þ.
Another interesting aspect of the energy spread that we examine next is revealed

when comparing the operation of an FEL and a TWT. In Sect. 7.3 it was shown that

the dispersion relation of a free-electron laser is similar to that of a traveling wave

tube but it was pointed out that the g dependence of the gain is different in the two

cases – a fact which may cause some differences in the operation of the two devices.

In order to emphasize the similarities and the differences, we have summarized, in

Table 7.1, the equations of the free-electron laser and the traveling-wave tube

(TWT). In these equations each quantity which plays a similar role is denoted
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Fig. 7.5 Energy spread at the

output as a function of the

energy spread at the input

Table 7.1 Comparison of the TWT equation to these of an FEL

TWT FEL

Amplitude dynamics
d

dz
a ¼ ahexp �jwið Þi d

dz
a ¼ a

exp �jwið Þ
gibk;i

* +

Equation of motion
d

dz
gi ¼ �Re½aexp jwið Þ� d

dz
gi ¼ � 1

gibk;i
Re a exp jwið Þ½ �

Phase equation
d

dz
wi ¼

O
bi

� K
d

dz
wi ¼

O
bi

� K

Global energy conservation
d

dz
hgi þ 1

2a
jaj2

	 

¼ 0

d

dz
hgi þ 1

2a
jaj2

	 

¼ 0

Spatial growth rate q ¼
ffiffiffi
3

p

2

aO
2

ðgibiÞ�3
D E	 
1

3

q ¼
ffiffiffi
3

p

2

aO
2

ðgibiÞ�5
D E	 
1

3
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(intentionally) with the same notation: gi represents the energy of the ith particle

and wi is its relative phase to the wave. In both cases a represents the normalized

amplitude of the electromagnetic field; however in the TWT this is the longitu-

dinal electric field (a ¼ eEzd=mc
2) whereas in the FEL it is the transverse field

[a ¼ jawarfod=c]. The normalized coupling coefficient is denoted with a and it

consists of different quantities: for the FEL a used here is a ¼ 1
2
ðopd=cÞ2Ffa

2
w

and for the TWT a ¼ ðeIZint=mc2Þðd2=pR2Þ. In the phase equation the longitudinal

velocity is denoted by bi and in the TWT case it is related to gi via bi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1=g2i

p
whereas in the FEL case bi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� m2=g2i þ ½�jaexp jwið Þ þ c:c:�=Og2i

p
and m2 ¼

1þ a2w þ jaj2=a2wO2. In addition, O ¼ od=c and K ¼ kd in the TWT case and

K ¼ ðk þ kwÞd in the FEL.

The general form of the equations is similar for both devices. In fact, the form

of the global energy conservation law is identical. The major difference is the

momentum term which occurs in the phase terms and which is not there in the TWT

case. It was indicated previously that this term originates in the transverse oscilla-

tion that the wiggler forces the electrons to undergo and associated with that is an

“effective relativistic transverse mass” of the electron which ismg in contrast tomg3

associated with the longitudinal motion.

When comparing the TWT and FEL three parameters have to be the same: (1)

the average energy of the electrons hgi, (2) the electromagnetic energy per particle,

jaj2=2a and (3) the total gain. Two cases have been examined. In the first, the total

length and the spatial growth rate were assumed to be the same but at the input

aTWT ¼ aFEL=hgbi and aTWT ¼ aFEL=hgbi2 in order to satisfy the conditions above.
In the linear regime, the two devices operated practically the same and Fig. 7.5 also

represents the energy spread of the TWT.

In the second case examined, it was assumed that a at the input is the same in both

devices and consequently, from assumption (2), so is a. As a result, the spatial

growth rate is smaller in the FEL by (roughly) a factor of 1=ðgbÞ2=3. Therefore, in
order to satisfy the constraint in (3), we increase the length of the FEL by a factor of

ðgbÞ2 such thatOFEL ¼ OTWThgbi2 andKFEL ¼ KTWThgbi2 the result is illustrated in
Fig. 7.6 where we plotted the gain as a function of the energy spread at the input. The
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simulation reveals a clear sensitivity of the free-electron laser to initial energy spread

compared to the TWT in the conditions determined above. The situation is even

worse at higher energies.

7.5 Other FEL Schemes

One of the major advantages of free-electron lasers is the fact that no external

means are required to confine the radiation. In fact Scharlemann et al. (1985) have

shown that under certain conditions the beam acts like an optical fiber and guides

the radiation. Later Sprangle et al. (1987) formulated the three-dimensional

problem introducing the source-dependent expansion technique. Beam guidance

may become crucial in two cases: in the case of very high power radiation where

the Ohm loss of walls makes the contact with the intense radiation field prohibi-

tive. And in the case of very high frequency e.g., Ultra Violet or X-rays, where

even if contact of the radiation with a metallic surface is permissible, from the

perspective of the power levels, the reaction of the surface is not as regular as at

low frequencies (visible and below). That is to say, that the surface quality is poor

since micro-perturbations are of the same size as the radiation wavelength. For the

reasons mentioned above, the FEL has the potential to generate coherent and

tunable radiation at short wavelengths such as UV and X-rays. There are, how-

ever, two major obstacles in its way: the beam quality, which is a major limitation

and the wiggler. As for the first, it was shown in this chapter (Sects. 7.2 and 7.3)

that the gain depends strongly on the temperature of the beam. This problem

becomes acute at high frequencies. In addition, transverse beam effects (emit-

tance), which were not discussed here, start to play an important role. The con-

straints imposed on the wiggler are also stringent. Obviously, the shorter the

period the better. However, a short period implies a low intensity magnetic field

that in turn implies a long interaction length. When a large number of magnets

are involved, two problems occur: alignment and statistical errors in the intensity

of each pole. While the first can be minimized, the latter is unavoidable. In this

section, we briefly review alternative configurations that aim to overcome some of

these difficulties.

7.5.1 Gas Loaded FEL

In order to release some of the constraints on the beam and wiggler Pantell et al.

(1986) and Feinstein et al. (1986) have shown that there are substantial advantages

to slowing down the phase velocity of the wave by loading the FEL with gas since

at the frequency of interest the refraction coefficient, n, is larger than unity. The

resonance condition in this case is
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o
vk

¼ nðoÞo
c
þ kw; (7.5.1)

and the resonance frequency reads

o
c
¼ kw

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� m2=g2

p � n

" #
: (7.5.2)

In order to emphasize the effect we shall examine two cases. Firstly we consider

a vacuum system (n ¼ 1) with m ¼ 1þ eB0=mckwð Þ2 ¼ 1:2 and g ¼ 100. If the

period of the wiggler is 5 cm then the radiation wavelength is 3.6 mm. If the

refraction coefficient of the gas is n� 1 ¼ 7� 10�5 then the radiation wavelength

is 1,000 Å. Therefore, the presence of the medium caused a frequency shift from

infra red to UV.

7.5.2 Longitudinal Wiggler FEL

Another free-electron laser configuration which was considered by McMullin and

Bekefi (1981, 1982) consists of a longitudinal rather than a transverse wiggler. In

this case the guiding magnetic field is rippled and it is approximately given by

B ¼ B01z þ B1I0ðkwrÞ sinðkwzÞ1z � B1I1ðkwrÞ cosðkwzÞ1r: (7.5.3)

Both the wigglers as well as the guiding field control the transverse motion of the

electrons. Consequently, the resonance condition reads

o ¼ Oc

g
þ ðk þ kwÞvk; (7.5.4)

where Oc ¼ eB0=m is the non-relativistic cyclotron frequency. Assuming that the

interaction only slightly affects the TEM mode i.e., k ’ o=c, the resonant fre-

quency is

o ¼ g2
1þ bk

1þ ðgb?Þ2
Oc

1

g
þ kwcbk

� �
; (7.5.5)

and it can be readily seen that without the guiding field (Oc ¼ 0) the resonance

corresponds to that of a transverse wiggler FEL. Therefore, the guiding field causes

an effective increase in the wave number of the wiggler by the factor Oc=cg – which
can be significant.
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7.5.3 Rippled-Field Magnetron

The basic configuration of free-electron lasers discussed so far was co-linear in the

sense that the dominant component of the electrons’ velocity was in the longitudi-

nal direction. Bekefi (1982) has suggested constructing a smooth bore magnetron

where the interaction is facilitated by a wiggler rather than a slow-wave structure

as is generally the case. The system consists of two cylindrical electrodes, an

insulating magnetic field along the axis and a wiggler that is azimuthally periodic

but its magnetic field is in the radial direction. A positive voltage V is applied on

the anode. Electrons emitted from the cathode form a Brillouin flow around the

cylinder provided that the intensity of the insulating magnetic field exceeds the

critical value

Bz > Bcr ¼ mc

edR

ffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 � 1

p
; (7.5.6)

where g ¼ 1þ eV=mc2 and dR is the anode-cathode gap. This equilibrium is altered

by a wiggler, which can be approximated by

Br ¼ B0 cosðNfÞ; (7.5.7)

where N is the number of magnetic poles and f is the azimuthal coordinate.

Conceptually the interaction is similar to the co-linear case however, the cylin-

drical configuration complicates the detailed analysis. Destler et al. (1985) tested

the concept experimentally and good agreement with theoretical predictions was

found.

7.5.4 Wiggler and Guiding Magnetic Field

In many cases, the electron beam is immersed in a guiding magnetic field even before

it enters the wiggler field. It is therefore reasonable to calculate the trajectories of the

electrons in a configuration which combines the two magnetic fields. Friedland

(1980) calculated these trajectories for an idealized magnetic field and Freund et al.

(1983) has improved the model for a more realistic configuration. The guiding field

causes an increase in the transverse velocity of the electrons but the effect on the gain

is strongly dependent on the parameters of the wiggler according to detailed trajec-

tory of the electrons – two types were initially emphasized. Conde and Bekefi (1991)

discovered that by inverting the direction of the guiding field a substantial improve-

ment of the efficiency could be achieved.
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7.5.5 Electromagnetic Wiggler

In principle the magneto-static wiggler can be replaced by an intense electromag-

netic wave which propagates anti-parallel to the beam. This was in fact the original

concept considered by Kapitza and Dirac back in 1933, however they investigated

the interaction with a standing wave (wave-number was perpendicular to the beam).

In the process of interacting with the wave, one gains a factor of 2 in the

frequency of the emitted radiation. Since the wiggler field varies in time (ow) the

resonance condition reads

o� ow ¼ ðk þ kwÞvk: (7.5.8)

Furthermore, both wiggler and emitted fields behave as free waves (k ’ o=c and

ow ’ ckw) therefore the resonance frequency reads

o ¼ ckw
1þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� m2=g2
p

1� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� m2=g2

p ’ ckw
4g2

m2
: (7.5.9)

This concept was demonstrated by Carmel et al. (1983) when a high power

microwave pulse was generated with a backward-wave oscillator and used in a

second stage as an electromagnetic wiggler for a free-electron laser. We discuss this

scheme in more detail in the next chapter.

7.5.6 Electrostatic Wiggler

One of the difficulties with magneto-static wigglers is that their period, for substan-

tial field intensity, is of the order of cm’s, therefore highly relativistic particles are

required in order to achieve optical (or shorter) wavelengths. Even if the electrons

with this energy are available, disregarding the cost of their acceleration, we still

confront another problem which is: the scaling of the gain with g. In a regular FEL,
the electron undergoes a transverse motion under the influence of the transverse

wiggler and since the coupling coefficient is quadratic in the wiggler field, this

motion contributes a g�2 term to this parameter. The pondermotive force modulates

the beam in the longitudinal direction and this motion gives rise to an additional

factor of ðgbÞ�3
. As a result, the coupling coefficient in the high-gain Compton

regime is proportional to ðgbÞ�5
. For comparison in TWT the coupling coefficient is

proportional to ðgbÞ�3
.

It is relatively easy to make a short period electrostatic wiggler with a period of a

few microns and even shorter using photolithography techniques. However, the

problem is that the gain is proportional to g�9b�5. Originally, Gover (1980) did

the calculation for the low-gain Compton regime. Here we present the analysis of

the high-gain Compton regime.
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In order to prove our previous statement let us consider an electrostatic potential

of the following form

fðz; r ’ 0Þ ¼ f0 cosðkwzÞ; (7.5.10)

and since all the discussion so far in this chapter considered only magnetic wigglers

we shall present the analysis of this scheme in more detail.

The electron’s motion has three components: the major one is the “dc”, b, the
second is due to this electrostatic potential (bw) and the third is proportional to the

radiation field, db. If we ignore momentarily the radiation field then the motion of

the electrons is longitudinal and it is given by

bw ¼ ef0

mc2
1

bg3
cosðkwzÞ: (7.5.11)

As in the regular FEL we expect the “resonance” motion to be determined by the

product of the wiggler induced motion and the magnetic vector potential of the

radiation field. The Hamiltonian of the system can be approximated by

H ¼ H0 þ H1 ¼ mc2gþ ecbwArf ; (7.5.12)

and the pondermotive force Fp ¼ �@H1=@z. Assuming that the rf field is given by

Arf ¼ A cosðot� kzÞ, neglecting off resonance terms and using a phasor notation

we have

H1 ’ h exp jot� jKzð Þ (7.5.13)

where h ¼ ðecAÞðef0=2mc
2bg3Þ and K ¼ k þ kw. The phasor of the oscillatory

motion is therefore

db ¼ Kc

o� Kv

h

mc2g3
: (7.5.14)

Next we use the continuity equation to determine the particles’ density and,

as above, keeping only terms which may contribute to the resonant process, we

have

dn ¼ n0
Kc

o� Kv
db: (7.5.15)

The longitudinal current density is given by Jz ¼ �ecðnwdbþ bwdnÞ and since

the motion induced by the wiggler does not contribute to the net current we have

nw ¼ �n0bw=b which allows us to use the following approximation for the current

density
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Jz ¼ �ecn0
Kc

o� Kv
bwdb;

’ �ðecÞ2n0 ðKcÞ2
ðo� KvÞ2

ef0

2mc2bg3

� �2
1

mc2g3
Aexp jot� jkzð Þ:

(7.5.16)

This current density drives the magnetic vector potential which satisfies

d2

dz2
þ k20

	 

Arf ¼ �m0FfJz; (7.5.17)

where Ff is the filling factor and k0 is the wavenumber of the interacting wave

(harmonic) in the absence of the beam. Substituting the expression for the current

density, assuming resonance and that k ¼ k0 þ dk we obtain

dk3 ¼ �K3
0 ¼ � I�0Ff

8mc2Sel

ðk0 þ kwÞ2
k0

ef0

mc2

� �2
1

b5g9
: (7.5.18)

In this expression I is the total current carried by the beam and Sel denote its

cross-section. It clearly reveals what we indicated previously that the coupling

coefficient is proportional to g�9b�5. If we assume the same frequency and compare

the coupling coefficient in this case with that of a regular FEL [see (7.3.29)] we get

K3
elec

K3
mag

/ ðg5b4Þmag

ðg9b4Þelec
ef0kw
eBwc

� �2

: (7.5.19)

If the two systems generate 5,000 Å radiation in the magnetic wiggler case for

a period of 10 cm the electrons must have gmag � 3� 102. In order to generate the

same radiation with an electrostatic wiggler of 5 mm periodicity, the electrons

must have gelec ¼ 2:4ðb ¼ 0:9Þ. If on a metallic surface the amplitude of the first

harmonic is f0 � 50V and the intensity of the magnetic field is Bw ¼ 0:1T, then
the ratio of the two coupling coefficients is 10. However, in (7.5.19) the two filling

factors were assumed to be the same and this is not generally the case. Only those

electrons which are within 5 mm from the surface do interact; therefore, if the beam

radius is Rb � 2mm, then the filling factor is � 6� 10�5. Within 2–3 mm from the

surface there is an exponential decay in the amplitude of the field by a factor of 10,

thus a factor of 100 in the coupling coefficient. We may therefore expect the latter

to be smaller by almost a factor of K3
elec=K

3
mag � 10�6. In principle one can increase

the amplitude of the electrostatic wiggler to 50 kV in which case the two growth

rates are comparable. Unfortunately, in this case we run into a breakdown problem

since 50 kV applied on a structure of 5 mm period generate (dc) gradients of the

order of 10 GV/m or higher. Once breakdown occurs, the wiggler is short circuited

and the gain vanishes. Consequently, the design of such a system is a trade-off

between high voltage requirements dictated by the high gain requirement and low

voltage regime imposed by the need to avoid breakdown.
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7.5.7 Channeling Radiation

All the wigglers mentioned so far were on the macroscopic scale i.e., order of cm’s

and down to the micron level. However, the lattice of a crystalline material forms a

natural periodic electrostatic wiggler. If a beam of relativistic electrons is injected

parallel into one of the symmetry planes of a lattice then it sees two periodicities.

One in the longitudinal direction that is negligible since the intensity of the potential

is too weak in order to bunch the beam, which is to say that the longitudinal

momentum of the particle is many orders of magnitude larger than the quanta of

lattice momentum. The other periodic system is in the transverse direction (Berry

1971). If the electrons have a small momentum in this direction, they are “reflected”

by the lattice plane and they undergo an oscillatory motion (Kumakhov 1976) –

therefore they may emit radiation. The radiation is a direct result of the transverse

momentum relative to the symmetry plane of the crystal. Terhune and Pantell (1977)

and later Pantell and Alguard (1979) discussed the effect from the quantummechan-

ical perspective: the transverse potential of the lattice as seen by the moving electron

consists of a set of “bound states”. When the electrons are injected parallel to the

plane of symmetry only the lowest state is populated. When the beam is tilted to this

plane, higher states are populated. As in normal bound states, electrons can jump

from a high state to a lower state emitting a photon in the process. It is interesting to

note that from the point of view of the electron wave function propagation, it is

completely analogous to the propagation of an electromagnetic wave in an optical

fiber (Sch€achter 1988). Spontaneous emission of this process has been observed

(Swent et al. 1979) but the condition imposed on the emittance of the beam is very

stringent and to the best of our knowledge no stimulated radiation was observed so

far. Friedman et al. (1988) compiled an extended review of the quantum picture of

interaction of free electrons with radiation.

7.6 X-Ray FEL

Although the FEL, in principle, may be employed in a wide range of frequencies,

probably its major advantage is the possibility of generating controllable coherent

and obviously non-coherent radiation at wavelengths, which are virtually inacces-

sible by other sources. It plays a crucial role in the fourth generation of advanced

light-sources developed in recent years and in various stages of construction. Light-

sources are facilities based on powerful accelerators that inject multi-GeV electrons

in an FEL generating short-wavelength (nano-meter and below) in femptosecond

pulses of many GigaWatts of power. Lack of sources in this spectral region, even at

much lower power levels entails that the coherent radiation is achieved by self-

amplified spontaneous emission (SASE) in a high-gain FEL. As of today, there are

two operating machines: (1) The DESY machine (FLASH), employs a 1 GeV

accelerator which injects 2 kA of current to generate 50 fs of 6.9 nm (fundamental)
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radiation at a power of up to 5 GW – corresponding to up to 1013 photons per bunch.

The average (peak) brilliance is 1019 photons/sec/mm2/mrad2/0.1% (1030 photons/

sec/mm2/mrad2/0.1%) and it is facilitated by the presence of 15 m long wiggler of

2.73 cm periodicity and a peak magnetic field of 0.47 T. Users have first used

radiation (32 nm) from this machine in the first quarter of 2006. (2) The second

operational machine is the Linear-accelerator Coherent Light Source (LCLS) which

employs the Stanford Linear Collider (SLC) injecting a 13.6 GeV, 3.4 kA, 70 fs

(FWHM) electron beam in a 3 cm periodicity, peak magnetic field 1.25 T and 110 m

long wiggler. The first light (1:5A) from this machine was produced in April 2009 –

Emma et al. (2010). Several other machines are in various stages of design or

construction. Among those it warrants to mention the Energy Recovery Linac

(ERL) at Cornell University, Jefferson Laboratory and Argonne National Labora-

tory in the United States as well as European project, X-FEL at DESY.

It is virtually impossible in the framework of one section to cover in a reasonable

mathematical detail all the important concepts involved in the design of such a

complex facility therefore, whatever will be chosen to be presented in such a

framework, is a subset of a larger list of topics. Since, earlier in this chapter we

have presented the essentials of the 1D FEL theory, we choose to focus in this

section on aspects which we conceive to be important to the fourth generation of

light-sources. A reader interested in more professional details should consult the

review of the subject compiled by Huang and Kim (2007). For a more detailed

tutorial the reader is referred to Attwood (2000) and Schm€user et al. (2008) that are
recommended for a deeper elaboration of the subject.

7.6.1 Seeding Techniques

In the VUV, X-ray and beyond, there are no sources to feed the free electron laser

therefore, the coherent radiation has to grow from noise. Two main approaches have

been contemplated in the design of the next generation light sources are the self-

amplified spontaneous emission (SASE) and the high-gain harmonic generation

(HGHG) scheme. One of the main advantages of the HGHG over the SASE FEL is

that, by using up-frequency conversion of the initial seed signal, HGHG allows us to

produce not only transversely, but also temporally coherent pulses. In contrast, the

SASE radiation starts from initial shot noise in the beam, with the resulting radiation

having an excellent spatial coherence, but a rather poor temporal one. Standard

HGHG allows only a limited frequency multiplication factor in a single stage

leading to multi-stage approach for X-ray production seeded at an ultraviolet

wavelength accompanied by a significant complication in the overall design. More-

over, generation of the 10th harmonic (or higher) requires a large energy modulation

of the beam and deteriorates the beam properties as a “lasing” medium.

Self-seeded FEL consists of two undulators separated by a mono-chromator and

a magnetic chicane. The interaction in the first undulator is started by shot noise and

is interrupted well before saturation. While the SASE radiation is sent through
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a monchromator, the electron beam passes through a magnetic chicane which

destroys the micro-bunching introduced by the SASE and compensates the delay

introduced by the monochromator. Further, the monochromatic radiation and

the demodulated electron beam are injected into the second undulator where the

interaction between the two reaches saturation. Since the self-seeded FEL does not

rely on an external radiation source to seed the FEL process and it can be scaled, in

principle, to any arbitrary wavelength.

In the High-Gain Harmonic Generation (HGHG) the FEL is seeded with a sub-

harmonic of the output wavelength. It consists of two undulators separated by a

magnetic chicane. The first undulator, the “modulator”, is seeded by an external

coherent source. In the first undulator an energy modulation in the electron beam

occurs while the dispersive section transforms the energy modulation into a density

modulation on higher harmonics of the seed wavelength. The second undulator

(“radiator”) is tuned to one of these harmonics and the bunches generated by the

dispersive section drive it. It is interesting to note that the approach resembles the

severed TWT (Kuang et al. 1993) and to some extent a klystron. A HGHG FELwith

a seed consisting of high harmonics generated by a laser in a gas has been reported

recently by Lambert et al. (2008). Marinelli et al. (2010) presented a comparative

study between self-seeded FEL and HGHG.

Stupakov (2009) has suggested a novel concept related to the echo effect in

circular accelerators whereby it was demonstrated that modulating the beam energy

with the frequencyo1 and, after some delay with frequencyo2 leads, after a build-up

time, to an echo signal oscillating at a frequency mo1 þ no2 where m and n are

integers.

In the remainder of this sub-section, we employ the 1D approach developed

previously in order to clarify SASE. Obviously this is a very crude approximation

since at the very foundations of this 1D-model is the assumption that the system

operates at a single frequency and when dealing with growth from noise this clearly

is an oversimplification. Nevertheless, we push this model beyond its limits in order

to convey the essentials of the process and not for the accuracy of its predictions.

Our stating point is the ultra-relativistic version of the 1D model as summarized in

Table 7.1 or explicitly,

da

dz
¼ a

exp �jwið Þ
gi

� �
i

;

dgi
dz

¼ � 1

2gi
a exp jwið Þ þ c:c:½ �;

dwi
dz

¼ O
2g2i

:

(7.6.1)

We consider first the second derivative of the field-amplitude

d2a

dz2
¼ a �j

O
2g2i

exp �jwið Þ
gi

� �
i

� a
dgi
dz

exp �jwið Þ
gi

� �
i

; (7.6.2)
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and substituting the equation for the single particle energy dynamics. Ignoring fast

phase-variations we get

d2a

dz2
¼ a

2
�jO

exp �jwið Þ
g3i

� �
i

þ a
1

g3i

� �
i

� �
; (7.6.3)

We now repeat the procedure for the third derivative but terms quadratic in the

amplitude are ignored therefore we obtain

d3a

dz3
þ jO

3a
4

1

g5i

� �
a ¼ a2

2

1

g3i

� �
exp �jwið Þ

gi

� �
� a
4
O2 exp �jwið Þ

g5i

� �
(7.6.4)

This equation is equivalent to the result developed in Sect. 7.3 [(7.3.28)] but for a

synchronous beam. Contrary to the homogeneous model employed earlier, here we

clearly observe the source term in the right hand side which is dependent on the

beam current.

In the left hand side, we clearly identify the kind of expression that describes

the exponential spatial-growth associated with traveling-wave interaction (see

Table 7.1). Explicitly, the spatial-growth may be derived from the solution of the

characteristic third-order polynomial of the last equation (7.3.28). In the right hand

side, we realize that if, on the scale of X-ray wavelength the electrons emerging

from the accelerator have a uniform phase-distribution and this distribution is not

correlated to the electrons energy distribution, then the source term is zero.

In order to understand the self-amplified spontaneous emission we need to take

into consideration the fact that there are fluctuations due to the fact that there are a

finite number of electrons in one period of the radiation field. Further assuming that

the phase and energy distributions are not correlated we obtain

d3a

dz3
þ jO

3a
4

1

g5i

� �
a ¼ a2

2

1

g3i

� �
1

gi

� �
� a
4
O2 1

g5i

� �	 

exp �jwið Þh i (7.6.5)

Assuming that there are Nl electrons in one period of the radiation field then the

phase term may be approximated by

exp �jwið Þh i ’ 1ffiffiffiffiffiffi
Nl

p (7.6.6)

and also ignoring the energy spread we get

d3a

dz3
þ jO

3a
4�g5

a ¼ 1� O2

2a�g

	 

a2

2�g4
ffiffiffiffiffiffi
Nl

p ’ � aO2

4�g5
ffiffiffiffiffiffi
Nl

p (7.6.7)

Here we have tacitly assumed that the energy exchanged is negligible and the average

energy of incoming electrons is denoted by �g. Let us renormalize the coordinate
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�z ¼ z 3aO=4�g5
 �1=3

as well as redefining the “noise-source” as an ¼ O=3
ffiffiffiffiffiffi
Nl

p
thus

(7.6.7) reads

d3a

d�z3
þ ja ’ �an (7.6.8)

subject to zero boundary conditions at �z ¼ 0. Following the same approach as in

Sect. 4.1 the solution has the form

a �z
 � ¼ jan þ

X3
n¼1

An exp �jun�z
 �

(7.6.9)

wherein un are the three solutions of the third order polynomial u3 þ 1 ¼ 0namely

u1 ¼ �1; u2 ¼ exp �jp=3ð Þ; u2 ¼ exp jp=3ð Þ (7.6.10)

from the boundary conditions we have

1 1 1

u1 u2 u3
u21 u22 u23

2
4

3
5

A1

A2

A3

0
B@

1
CA ¼

�jan

0

0

0
B@

1
CA ) A1 ¼ A2 ¼ A3 ¼ �jan=3 (7.6.11)

which finally implies

a �z
 � ¼ jan 1� 1

3

X3
n¼1

exp �jun�z
 �" #

: (7.6.12)

Evidently, far away from the input the normalized power is

1

2a
a �z � 1
 ��� ��2 ’ 1

2a
anj j2 exp

ffiffiffi
3

p
�z

� �

’ 1

2a
O2

9Nl

� �
exp

ffiffiffi
3

p 3aO
4�g5

� �1=3 z

d

" #
(7.6.13)

demonstrating the exponential growth from shot noise. The exponential gain

eventually stops as the beam loses enough energy to upset the resonant condition.

Both the radiation intensity and the electron beam micro-bunching reach a maxi-

mum saturation level as discussed both in this Chapter as well as in Chaps. 4 and 6.

Before we conclude this sub-section one aspect warrants consideration. In

Chap. 4 we investigated the two extremes of any radiation source (amplifier and

oscillator). Contrary to the microwave and optical regimes where reflections may be

detrimental to the operation of an amplifier, in the X-ray range lack of natural
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reflectors (mirrors) is a significant impediment to the development of X-ray sources.

Huang and Ruth (2006) have suggested to employ narrow-band Bragg crystals to

form an X-ray feedback loop and thus implement a real oscillator configuration.

7.6.2 Self Focusing

In an X-ray FEL the magnetic field between the poles may be represented by

By ¼ Bw cos kwzð Þ. Not too far off axis a reasonable representation of a planar

undulator with wide and flat pole faces is

By ¼ Bw sin kwzð Þ cosh kwyð Þ;
Bz ¼ Bw cos kwzð Þ sinh kwyð Þ: (7.6.14)

A three dimensional solution of the equations of motion reveals that in the

horizontal plane (x) the force vanishes whereas in the vertical plane (y) the force

is focusing

d2y

dz2
’ � a2wk

2
w

2�g2
y: (7.6.15)

For focusing also horizontal plane, one can shape the pole faces to be parabolic.

Note that this is virtually identical to the focusing periodic magnetic field discussed

in Sect. 3.4.2.

7.6.3 Quantum Recoil

Although in the Introduction of this chapter we indicated that quantum analysis of

the FEL interaction was performed throughout the years by several authors, quan-

tum effects have never had a central role in any of the operating FEL’s. This picture

may change in future light sources. As an electron emits an X-ray photon, its energy

is reduced due to the quantum recoil. If the fractional energy change is on the order

of or larger than the FEL gain bandwidth, the quantum recoil may significantly

degrade the FEL gain. For typical short-wavelength, high-gain FELs using mag-
neto-static field and high-energy electron beams, the typical FEL gain bandwidth is

on the order of 10�3, while the fraction energy change after a photon emission is

about three orders of magnitude smaller therefore, the quantum recoil is negligible.

However, it may become significant in the future when an extremely bright and

low-energy electron beam interacts with an electromagnetic field (laser), as the

fractional energy change due to an X-ray photon emission may be comparable to or

exceed the FEL bandwidth [Sch€achter (1987)].
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7.6.4 Harmonic Generation

In zero order, the motion of an electron in a periodic magnetic field is itself periodic

however, as the required efficiency is elevated, the motion is no longer purely

sinusoidal and as a result, odd harmonics are generated. Accounting for energy

spread, emittance, radiation diffraction and guiding, a 3D analysis of nonlinear

harmonic generation Huang and Kim (2000) have shown that the properties of the

first few harmonics are governed by those of the fundamental after the latter is well

in the exponential regime.

A 1D SASE simulation (Saldin et al. 2006) reveals that the maximum third-

harmonic power at saturation (for a cold beam) is about 2% of the fundamental

level. The relative spectral bandwidth is independent of the harmonic number. For

all practical purposes, the third nonlinear harmonic radiation is the most significant

harmonic component and can naturally extend the wavelength reach of the X-ray

FEL by a factor of three.

7.6.5 Undulator Errors

Demonstrating that X-ray radiation may be generated assuming an ideal model of

an undulator, is a necessary condition but it is by no means sufficient. Evidently, a

periodic magnetic field with a well defined period and amplitude, is an idealization

of a practical system in which each cell has minute defects associated with the

manufacturing process or alignment. Since the emerging spectrum is expected to be

sensitive to periodicity variations, we examine here a simple model that focuses on

miniscule variations in the amplitude and consider their effect on the gain.

In order to have a rough estimate on the role of undulator’s error on the output

power let us return to (7.6.13) and rewrite it at z ¼ d

1

2a
a z ¼ 1ð Þj j2 ’ 1

2a
O2

9Nl

� �
exp

1

d

ðd

0

dz0
ffiffiffi
3

p 3aO
4�g5

� �1=3
2
4

3
5: (7.6.16)

As already indicated, in this expression, it was explicitly assumed that the magneto-

static field is ideally periodic in other words, all the undulator’s cells are identical.

A relatively simple assessment is possible if we consider a situation whereby

there is no error in the period of the field but its amplitude may vary randomly –

the average error being zero but the standard deviation is non-zero. Obviously the

question is what is the effect on the gain.

Bearing in mind that the coupling parameter is proportional to the square of the

undulator’s amplitude, (a / B2
0) we replace B0 ! B0 þ dBðzÞ and this error dB is

assumed to be much smaller than dBj j � B0 hence
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d

ðd

0

dzB
2=3
0 ! 1

d

ðd

0

dz B0 þ dB½ �2=3 ¼ B
2=3
0

1

d

ðd

0

dz 1þ dB
B0

	 
2=3
: (7.6.17)

A Taylor expansion up to the second order of the last term entails,

B
2=3
0

1

d

ðd

0

dz 1þ dB
B0

	 
2=3
’ B

2=3
0

1

d

ðd

0

dz 1þ 2

3

dB
B0

� 1

9

dB
B0

� �2
" #

(7.6.18)

and since the average error is zero, we get that the power is reduced by a factor of

1

2a
a z ¼ 1ð Þj j2 ’ 1

2a
O2

9Nl

� �
exp

ffiffiffi
3

p 3aO
4�g5

� �1=3

1� dB2
� �
9B2

0

� �" #
: (7.6.19)

Consequently, the pole field error tolerance seems fairly relaxed (second order)

provided the gain parameter is not too large. To envision this fact let us define the

gain parameter g ¼ ffiffiffi
3

p
3aO=4�g5
 �1=3

leading to the following expression for the

relative change in power

1� exp �g
dB2
� �
9B2

0

	 

: (7.6.20)

Obviously, if the gain is large g dB2
� �

=9B2
0 > 2 the effect of poles errors becomes

significant. In fact, these errors are being continuously amplified.

Comment 7.3. Note that this approach may be extended to include the effect of

minute variations in the undulator’s periodicity since actually the coupling coeffi-

cient is proportional to a / a2w ¼ eB0=mckwð Þ2. Explicitly, in the gain term one

should replace dB2
� �

=B2
0 ! da2w

� �
=a2w;0. The difficulty with this approximation is

that in the gain expression (7.6.16), it was tacitly assumed that the system operates

at resonance that, in turn, assumes a uniform wiggler.

7.6.6 Roughness and Resistive Wall Effects

Two parasitic effects we have discussed in this text are important in high brightness

light sources: the most important one is the wake generated by the resistive wall and

the second in importance is the wake due to finite roughness of the beam chamber.

In both cases, there are two effects: long-range effects whereby wakes generated by

one bunch affects trailing bunches and short-range wakes generate weak energy

variations along the same bunch. In the latter case, the main impact of the wake is to
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change the central energy of various portions of the bunch. Consequently, it shifts
its resonant wavelength along the interaction region. Such an energy shift is detri-

mental to the achievable power at saturation. This depends on the tapering along the

undulator that, as was earlier shown, depends on the local resonant condition

assuming that all portions of the bunch have the same energy. However, obviously,

if the wake affects differently various portions of the bunch, the taper is no longer

optimal and saturation occurs after a shorter interaction length implying lower

radiation at the output. One possible remedy is reduction of the charge in each

bunch weakening the wake yet facilitating higher output power by reducing the

deviation from resonance as imposed by the tapering.

Exercises

7.1. Show that the equivalent to (7.4.44) in the case of a traveling-wave tube

reads

1

2

d

d�g
Dg2 ¼ �g� hgi cosð~wiÞi

hcosð~wiÞi
;

but the Madey theorem has the same form as in (7.4.47).

7.2. Use the formulation of the interaction in a tapered wiggler to calculate

the power generated in the low-gain Compton regime in a uniform

wiggler with stochastic errors in its parameters. Assume that the errors

follow a Gaussian distribution.

7.3. Calculate the spontaneous emission emitted by a particle moving in a

periodic electrostatic potential as in Sect. 7.5.6. Compare the spectrum

with that of the Smith-Purcell effect. Calculate the effective decelerating

force which acts on the particle and compare it with the result in (7.1.30)

and with the decelerating force in the Smith-Purcell case.

7.4. Calculate the stable trajectories of a particle in a combination of wiggler

and uniform magnetic field. Draw bk as a function of Bw.

7.5. Based on Sects. 7.2 and 7.3 make a summarizing table which will

include the gain and the condition (say on the current and beam temper-

ature) that the system will operate in a particular regime. Discuss the

transition from one regime to another.
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Chapter 8

Basic Acceleration Concepts

One of the important systems where beam-wave interaction in periodic structures

plays a crucial role is the particle accelerator. The latter provides us with a unique

tool to test, on earth, the different models that describe the constituents of matter.

Accelerators have undergone a great progress in the last sixty years and it seems

that they still have a long way to go in order to meet the requirements necessary to

test the present theoretical models (Richter 1985). Over the years, in addition to

High-Energy Physics, several other disciplines learned to harness the unique

characteristics of accelerators and today they are widely used in chemistry, biology

and medicine. Regardless the application, it is virtually impossible to present a

thorough presentation of the topic in a single chapter and the reader is encouraged

to consult textbooks dedicated to this topic such as Wiedemann (1999a, b) and Lee

(2004) as well as collection of selected of lectures by Chao et al. (2002) or

collection of selected articles Pellegrini and Sessler (1995).

This chapter has two parts. In the first part (Sect. 8.1), we discuss the basics of

linear accelerator (linac) concepts with particular emphasis on the beam-wave

interaction (Loew and Tolman 1983). Our discussion will be limited to electron

linear accelerators of the type operational today at SLAC National Accelerator

Laboratory. The second part (Sects. 8.2–8.6) is a collection of brief overviews of

different alternative schemes of acceleration which are in their early stages of

research. In these sections the discussion is in general limited to the basic concepts

and the figure of merit which characterizes their application i.e. the achievable

gradient. For discussions that are more detailed the reader is referred to articles by

the experts of each scheme. In addition, the reader is encouraged to consult the

Proceedings of the Advanced Acceleration Workshop organized by the United

States Department of Energy and published by the American Institute of Physics

(AIP) every 2 years since 1982.

L. Sch€achter, Beam-Wave Interaction in Periodic and Quasi-Periodic Structures,
Particle Acceleration and Detection, DOI 10.1007/978-3-642-19848-9_8,
# Springer-Verlag Berlin Heidelberg 2011
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8.1 Basic Linear Acceleration Concepts

The field of linear accelerators is very broad and comprises many subfields which

have been covered in books and presented in detail in summer schools [e.g.

Lapostolle and Septier (1970)], and an entire set of proceedings of summer schools

or meetings which will be referred to in what follows. When such a subject is

presented in a single chapter, compromises have to be made as of what to include

and what to leave out. Since this text focuses on periodic and quasi-periodic struc-

tures we concentrate on the acceleration structure itself. Therefore, we ignore topics

associated with RF generation, pulse compression, injection and extraction of the

RF. Furthermore, we do not discuss beam generation or cooling.

8.1.1 Constant Gradient and Constant Impedance Structures

The basic configuration of an acceleration section is conceptually identical to the

coupled-cavity structure as discussed in the context of closed periodic structure in

Chap. 5 except that in this case, the effect of the beam on the radiation field is small.

Moreover, the ohm loss has to be considered since it causes amplitude and phase

variations that affect the acceleration process. This loss will be the focus of the

present subsection. In Chap. 2 we defined several impedances which have been

used throughout the text. At this point, we introduce an additional concept namely,

the shunt impedance, and several other related quantities that are important to

establish the dynamics of electrons in an acceleration structure. The shunt imped-

ance (Zsh) is important in accelerators since large amounts of electromagnetic

power flows in the system and any change in this power affects the electron

dynamics. This quantity is a measure of the ohm power loss in a unit length in

terms of the electric field ½EðzÞ� that acts on the electrons. It is given by

Zsh � jEðzÞj2 � dP

dz

� ��1

; (8.1.1)

where PðzÞ is the power that flows along the structure. According to this definition,
the shunt impedance has units of impedance per unit length and it is related to the

quality factor of a waveguide defined by

Q � oW
�dP=dz

; (8.1.2)

through

Zsh
Q

¼ jEðzÞj2
oW

; (8.1.3)
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here W is the average electromagnetic energy per unit length. This quantity is also

related to the spatial decay associated with the Ohm loss aohm ¼ �dP=dzð Þ=2P;
which in turn is related to the skin resistance Rs � ðsdÞ�1

where s is the conduc-

tivity of the metal and d is the skin-depth defined by d ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2=osm0

p
: For a

cylindrical resonator of radius R and length d the shunt impedance is

Zsh ¼ �0
�0
Rs

� �
d

pRðRþ dÞJ21ðp1Þ
; (8.1.4)

and

Q ¼ �0
R s

dp1
2ðRþ dÞ : (8.1.5)

Based on (8.1.2) and the fact that the energy velocity is ven � P=W, it can be shown

that aohm ¼ o=2venQ.
With the exception of the injection section, the electrons move in a typical

acceleration section at almost c, therefore in what regards the phase velocity,

there is no need to taper the structure. However, in order to have a feeling on the

effect of the ohm loss we can readily understand that part of the energy is absorbed

by the walls and consequently, the field experienced by the electrons decreases in

space. Therefore, if the motion is calculated for a lossless system, the variation in

amplitude or phase due to lossy material may cause the electron to slip out of phase.

Let us now calculate the energy transferred to the electron as a function of the shunt

impedance and the electromagnetic power injected at the input. For this purpose,

we first assume that the electron is "riding on the crest of the wave" and it gains in a

length D a kinetic energy

dEkin ¼ e

ðD
0

dzEðzÞ; (8.1.6)

the effect of the phase will be considered in Sect. 8.1.3. The energy gain will be

calculated for two different acceleration structures: (1) constant impedance, in

which case the shunt impedance is constant and the gradient varies in space. In

addition, (2) constant gradient structure, in which case primarily the group velocity

varies and consequently, the interaction impedance changes.

Constant Impedance. The shunt impedance in this case is constant along the

structure and this entails constant geometry and consequently uniform aohm.
Bearing in mind that the power along the structure is given by PðzÞ ¼ Pð0Þexp
�2aohmzð Þ and

EðzÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2aohmZshPðzÞ

p
; (8.1.7)
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we can readily conclude that when the beam loading effect is ignored the change in

the kinetic energy is given by

dEkin ¼ e Pð0ÞZshD½ �1=2 2xð Þ1=2 1� exp �xð Þ
x

; (8.1.8)

where x � aohmD.
Constant Gradient. Here aohm is tapered in such a way that the gradient remains

constant along the structure. In order to avoid unnecessary complications we

assume that we can ignore spatial variations in Q as well as in the shunt impedance

and that the geometric variations affect primarily the group (energy) velocity and

consequently, the interaction impedance. From the definition of the shunt imped-

ance E2ðzÞ ¼ �ZshðdP=dzÞ, we conclude that dP=dz has to be constant, which

implies

PðzÞ ¼ Aþ Bz: (8.1.9)

Since we know the power at the input ½Pð0Þ� and at the output Pð0Þexp �zð Þ
where

z �
ðD
0

dzaohmðzÞ; (8.1.10)

we conclude that the variation of the power in space is given by

PðzÞ ¼ Pð0Þ 1� z

D
1� exp �zð Þ½ �

n o
: (8.1.11)

Using its formal definition, we find that

aohm ¼ 1

2D

1� exp �2zð Þ
1� 1� exp �2zð Þ½ �z=D (8.1.12)

which subject to our assumptions, dictates the group velocity based on

aohm ¼ o=2venQ. Since the gradient is constant, the kinetic energy gained by one

electron is dEkin ¼ eEð0ÞD which in terms of the input power (8.1.8), (8.1.11) reads

dEkin ¼ e Pð0ÞZshD½ �1=2 1� exp �2zð Þ½ �1=2: (8.1.13)

In either one of the two cases, maximum energy gain occurs for maximum shunt

impedance. This conclusion leads us to the choice of the phase advance per cell.

Recall that in Chap. 5, when solving the dispersion relation of a disk-loaded

structure, we assumed a certain phase advance per cell that together with the

resonance condition determined the periodicity of the structure. No reason has

been given for this particular choice and it will be explained in what follows.
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Now that we have concluded that for maximum energy gain, one has to maxi-

mize the shunt impedance, we can ask what number of disks in one period of the

wave that satisfies this condition. It is intuitive that the larger the number of disks,

the greater the total Ohm loss and consequently for a given EðzÞ the shunt imped-

ance decreases. The same phenomenon occurs at the other extreme, since for a

small number of disks, the electric field that acts on the electrons, is expected to be

small (for a given Ohm loss). Simulations indicate that maximum shunt impedance

occurs for three disks in one period of the wave and for this reason, traveling-wave

accelerating structures are designed with a phase advance per cell of 2p=3.
Beam Loading. Up to this point, we ignored the energy transferred to the beam.

In order to consider the effect of the beam we may argue that in the absence of the

beam and for constant impedance the electric field decays exponentially with a

coefficient aohm therefore it satisfies

dE

dz
¼ �aohmE: (8.1.14)

In the presence of the beam, an additional change in the field amplitude occurs

E ! Eþ ZshI whose variation in space is given by

dE

dz
¼ �aohm Eþ ZshIð Þ: (8.1.15)

Here I represents the current carried by the beam in a narrow bunch. The solution of

this equation is E ¼ Aexp �aohmzð Þ � ZshI and since at the input the loading effect is
expected to be zero we have, according to (8.1.7), Eðz ¼ 0Þ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2aohmZshPð0Þ
p

hence

EðzÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2aohmZshPð0Þ

p
exp �aohmzð Þ � ZshI 1� exp �aohmzð Þ½ �: (8.1.16)

Consequently, the kinetic energy gain of a single particle is given by

dEkin ¼ e DZshPð0Þ½ �1=2ð2xÞ1=2 1� e�x

x
� eZshID 1� 1� e�x

x

� �
; (8.1.17)

clearly the second term represents the beam loading effect.

For a constant gradient structure, when the beam loading is ignored it implies

that

dE

dz
¼ 0; (8.1.18)

thus when the beam effect is included, in analogy with (8.1.15), we have

dE

dz
¼ �aohmZshI: (8.1.19)
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Following the same procedure as previously, we have

dEkin ¼ e Pð0ÞZshD½ �1=2 1� e�2z
� �1=2 � 1

2
eIZshD 1� 2zexp �2zð Þ

1� exp �2zð Þ
� �

; (8.1.20)

as in (8.1.17) the second term represents the beam loading effect. Note that subject

to the present assumptions, we expressed the gain in kinetic energy of the bunch in

terms of a few “global” parameters (Zsh; aohm etc.) determined in turn by the

geometric and electrical parameters which may vary from one module to another.

8.1.2 Auxiliary Coupling

The design of an acceleration structure is a continuous process of trade-offs. In the

previous subsection, we indicated that the phase advance per cell in a traveling-wave

structure should be 2p=3 in order to maximize the shunt impedance. There are,

however, additional considerations that come into play. Strictly speaking from the

electrons’ point of view, the best choice would be a p-mode i.e., standing-wave

configuration, since the gradient for a given input power reaches its maximum. But a

p-mode is unacceptable from the electromagnetic wave perspective since the group

velocity at this point is zero, the filling time is long and if the structure is sufficiently

long, the mode is unstable due to proximity of the various longitudinal modes near the

crest of the dispersion relation. If we examine the same problem from the field aspect

then the best choice would be a p/2-mode since in this case the group velocity is

the largest. Unfortunately, in this case half of the cavities do not contribute to

acceleration.

Knapp et al. (1965) suggested a way to break this vicious circle. His basic idea is

to satisfy both the electrons and the electromagnetic field: the former sees a p-mode

and the electromagnetic wave sees a p/2-mode. This is possible because the beam

occupies only a small fraction of the transverse dimension of the structure whereas

the electromagnetic wave fills the entire volume. Implementation of this concept is

possible by making each cell of two cavities: one cavity is the regular pillbox cavity

of a disk-loaded waveguide while the second is recessed and its aperture is on the

external wall coupling two adjacent pillbox cavities. In this way, one can design the

structure such that the electron sees a series of pillbox cavities operating at the p-
mode whereas the electromagnetic wave actually operates in a p/2-mode.

Schematically this configuration is presented in Fig. 8.1.

8.1.3 Phase Dynamics

In Sect. 8.1.1 we assumed that the particle “rides” on the crest of the wave and we

examined the energy transfer assuming it stays on the crest along the entire

interaction region. In general, this is not the case since as the particle is accelerated,

390 8 Basic Acceleration Concepts



and as a result, its relative phase varies. In this subsection we consider the phase

dynamics assuming that the amplitude of the electric field is constant and so is the

phase-velocity (c). In addition, we disregard the transverse motion of the electrons.

Subject to these assumptions, the dynamics of the particle is given by

d

dt
gb ¼ � eE0

mc
cos ot� o

c
zðtÞ

h i
: (8.1.21)

It is convenient to define the phase of the particle relative to the wave as

wðtÞ ¼ wð0Þ þ ot�o
c
zðtÞ; (8.1.22)

and since b is always smaller than 1, the normalized velocity is expressed as

b ¼ cosc: (8.1.23)

With these definitions, we can write two equations that describe the dynamics

of the particles as:

�1

sin2 c
d

dt
c ¼ � eE0

mc
cos w;

d

dt
w ¼ oð1� coscÞ; (8.1.24)

in addition, since we limited the motion to the longitudinal direction we can

replace

dw
dt

¼ @w
@c

� �
dc
dt

: (8.1.25)

Substituting, the two expressions in (8.1.24) we obtain,

dc
1� cosc
sin2 c

¼ eE0

mco
cos wdw: (8.1.26)

Fig. 8.1 Accelerating structure with side couplers. The electromagnetic wave undergoes a p=2
advance per cell but the accelerated electron experiences a p-phase advance per cell
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This expression can be integrated analytically and then re-arranged. Denoting with

indexes “in” and “out” the corresponding values of the variables at the input of the

interaction region and at its output; the result reads

sinðcout=2Þ
cosðcout=2Þ

� sinðcin=2Þ
cosðcin=2Þ

¼ eE0

mco
½sin wout � sin win�: (8.1.27)

Finally, this relation can be rewritten in terms of the familiar b and the phase w as

follows

sin wout ¼ sin win þ
moc
eE0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� bout
1þ bout

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� bin
1þ bin

s !
: (8.1.28)

Expression (8.1.28) determines, for given initial conditions, the relation between

the phase of the particle and its energy. Under certain circumstances, the particles

are trapped as may be readily seen since once trapped they are accelerated and we

may assume that they reach high g. Explicitly if, bout �1 we have

sin wout ¼ sin win �
moc
eE0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� bin
1þ bin

s
; (8.1.29)

which indicates that the value of the phase at the output is determined only by the

initial values and it is independent of the particle’s energy at the output. Since the

trigonometric functions together are of order 1, we conclude that the condition for

particles to become trapped is

E0 >Ecr � mc2

e

o
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� bin
1þ bin

s
: (8.1.30)

For an initial energy of 300 keV the field intensity, assuming operation at 10 GHz,

is 38 MV/m. Increasing the initial energy to 400 keV, lowers the required field

to 33 MV/m. Figure 8.2 illustrates the trapping process for E0 ¼ 60 MV/m,

f ¼ 11.424 GHz, win¼ 95� and the initial energy of the particles is 400 keV. We

observe that beyond 5 MeV, in practice, the phase does not change.

Another direct result of (8.1.28) is the fact that if the initial particle is also highly

relativistic, implying that we can write

sin wout ¼ sin win þ
moc
eE0

1

goutð1þ boutÞ
� 1

ginð1þ binÞ
� �

’ sin win þ
moc
2eE0

1

gout
� 1

gin

� �
; (8.1.31)
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and the change in g is small relative to the initial value i.e., Dg ¼ gout � gin � gin
then the phase remains reasonably stable. In order to demonstrate this statement

note that according to the single particle energy conservation, the energy change is

Dg ’ � eE0D

mc2
cos win; (8.1.32)

therefore, the phase-shift varies according to

sin wout � sin win ’
1

g2in

o
c
D

	 

cos win; (8.1.33)

where D is the interaction length. For a 2 m long structure, f ¼ 11.4 GHz (SLAC)

and gin �600 the term in the right-hand side is on the order of 0.001.

Finally, (8.1.28) indicates that a bunch of finite (phase) spread is actually

compressed in the acceleration process. For example consider a 20� bunch i.e.,

130� > win > 110� while the other parameters are gin ¼ 2:0, f ¼ 11.424 GHz and

E0 ¼ 60 MV/m. The asymptotic values (g � 1) of the phase are 166�> wout > 156�

which is one-half of the initial phase distribution. This calculation disregards the

space-charge effect.

8.1.4 Transverse Effects: Panofsky-Wenzel Theorem

Being relativistic (gin � 1), the bunch does not spread in phase and the same reason

works in our favor with regard to the transverse motion. So far, we have considered

only the longitudinal motion of the electrons assuming that the beam width is very

small on the scale of the transverse variations of the electromagnetic field. How-

ever, its width is finite and the transverse components of the electromagnetic field

may affect the bunch. Panofsky and Wenzel (1956) were the first to point out that

the transverse kick on a relativistic bunch which traverses cavity is zero in the case
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Fig. 8.2 Relative phase as a

function of the energy. For an

initial energy of 0.4 MeV the

phase virtually remains

constant when the electron’s

energy exceeds the 5 MeV

level
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of a symmetric TE mode and non-zero for a symmetric TM mode. In order to

examine the effect we first adopt an intuitive approach (Palmer 1986) followed by a

generalized formulation of what is known as the Panofsky-Wenzel theorem.

Consider a particle moving with a velocity v0 and a TM wave propagating at c.
On axis the longitudinal electromagnetic wave is

Ezðr; z;oÞ ¼ E0exp �j
o
c
z

	 

; (8.1.34)

and outside the bunch (but in its close vicinity) Maxwell equations imply

1

r

@

@r
rErðr; z;oÞ þ @

@z
Ezðr; z;oÞ ¼ 0: (8.1.35)

Solving for the radial component we obtain

Erðr; z;oÞ ¼ j
1

2

o
c
r

� �
E0exp �j

o
c
z

	 

; (8.1.36)

and since Hf ¼ Er=�0, the radial component of the force that acts on the envelope

of the bunch is

Fr ¼ �e Er ½r; zðtÞ; t� � v0m0Hf½r; zðtÞ; t�
� � ¼ e

1

2

o
c
r

� �
1

ð1þ bÞg2 E0 sin w;

(8.1.37)

where w ¼ w0 þ o½t� zðtÞ=c�. Expression (8.1.37) indicates that off-axis, the radial
force is by a factor of g2 smaller than the longitudinal force. Let us, for the sake of

simplicity, ignore variation in g, which is to say that we examine the transverse

motion in a relatively short section where the change in the energy of the electrons

is small. For a relativistic particle, the radial motion is governed by

d2

dt2
� 1

g3
eE0o sin w

4mc

� �
r ¼ 0; (8.1.38)

the azimuthal motion was neglected here. From this last expression, we conclude

that: (1) the radial motion scales as g�3 therefore, for relativistic particles in a

symmetric TM mode propagating at c, the transverse motion is expected to be

stable. (2) If in the longitudinal direction the electromagnetic field is accelerating

the particle i.e.,

Fz ¼ �eE0 cos w; (8.1.39)

is positive (say w¼ 135�), then the transverse motion is unstable.
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Now that we have a general feeling as to the transverse processes that occur

when a bunch traverses an acceleration structure, we shall introduce a systematic

way to deal with the problem. In their original work, Panofsky and Wenzel (1956)

defined the transverse momentum experienced by a relativistic bunch as it traverses

an interaction of length D by

p? ¼ �e

v0

ðD
0

dzðEþ v0 	 BÞ?;t¼z=v0
: (8.1.40)

This definition takes into account the effect of the field generated by the particle

on itself via the structure (the self-field is obviously excluded). We have indicated

that as a particle traverses a slow-wave structure or a cavity, it leaves behind a broad

spectrum of electromagnetic waves – this was also referred to as electromagnetic

wakefield. Since this field may affect bunches trailing far behind the generating one,

it is convenient to define the so-called transverse wake potential as

W?ðs; rÞ ¼ �e

ð1
�1

dz Eþ v0 	 B½ �?ðr; z; t ¼ ðzþ sÞ=v0Þ; (8.1.41)

which can be conceived as a generalization of (8.1.40). In an equivalent way one

can define the longitudinal wake potential as

WLðs; rÞ ¼ �e

Z 1

�1
dzEz½r; z; t ¼ ðzþ sÞ=v0�: (8.1.42)

The Fourier transform of these two potentials

Z?ðo; rÞ ¼ j

v0e2

ð1
�1

dsW?ðs; rÞ exp �j
o
v0

s

� �
;

ZLðo; rÞ ¼ 1

v0e2

ð1
�1

dsWLðs; rÞ exp �j
o
v0

s

� �
;

(8.1.43)

determines the longitudinal and transverse impedances; several cases of interest

were considered by Heifets and Kheifets (1990).

Since the two wake potentials previously introduced are determined by various

components of the electromagnetic field, which are inter-dependent via Maxwell’s

equation, we may expect the two wake potentials to be also inter-dependent. The

relation between the two can be shown based on Faraday law, assuming a steady

state regime and having the symmetric TM mode in mind,

@

@r
Ez � @

@z
Er ¼ jom0Hf: (8.1.44)
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We firstly calculate

@

@r
WLðs; rÞ ¼ �e

ð1
�1

dz
@

@r
Ez½r; z; t ¼ ðzþ sÞ=v0�; (8.1.45)

and secondly,

@

@s
W?ðs; rÞ ¼ �e

ð1
�1

dz
@

@s
Er � v0m0Hf
 �ðr; z; t ¼ ðzþ sÞ=v0Þ;

¼ �e

ð1
�1

dz j
o
c

1

b
Erðr; z; tÞ � jom0Hfðr; z; tÞ

� �
t¼ðzþsÞ=v0

: (8.1.46)

Bearing in mind that

@

@s
Er½r; z; t ¼ ðzþ sÞ=v0� ¼ @Er

@z

� �
t¼ðzþsÞ=v0

þ 1

cb
@Er

@t

� �
t¼ðzþsÞ=v0

¼ @Er

@z

� �
t¼ðzþsÞ=v0

þ 1

cb
joEr

� �
t¼ðzþsÞ=v0

; (8.1.47)

and assuming that for z ! 
1 the transverse electric field vanishes, i.e.,

Er½r; z; t ¼ ðzþ sÞ=v0� ! 0, we have

@

@s
W?ðs; rÞ ¼ �e

ð1
�1

dz
@Er

@z
� jom0Hf

� �
t¼ðzþsÞ=v0

: (8.1.48)

Adding (8.1.45), (8.1.48) we obtain

@

@r
WLðs;rÞþ @

@s
W?ðs;rÞ¼�e

ð1
�1

dz
@Ez

@r
�@Er

@z
� jom0Hf

� �
t¼ðzþsÞ=v0

(8.1.49)

which by virtue of Faraday law (8.1.44) implies

@

@s
W?ðs; rÞ ¼ � @

@r
WLðs; rÞ: (8.1.50)

This relation is the formal notation of the Panofsky-Wenzel theorem phrased above.

Equivalently, this theorem can be formulated in terms of the longitudinal and

transverse impedances introduced in (8.1.43) as:

@

@r
ZL ¼ �o

c

1

b
Z?: (8.1.51)

To reiterate, an acceleration structure is a defocusing element and for maintaining

stable motion over extended length, it is strictly necessary to incorporate a focusing
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element in an acceleration module. For a thorough discussion on electron optics,

magnetic lenses and periodic focusing systems (e.g. FODO lattice) the reader is

referred to Chaps. 4–6 in Wiedemann (1999a, b).

8.1.5 Beam Break-up

Even with focusing elements in place, the transverse motion may become unstable.

Already in the 1960s, it was observed at SLAC that the transmitted electron-pulse

appears to shorten if the total current exceeds a certain threshold. This effect was

attributed to a radial instability called beam break-up (BBU) which is due to the

coherent interaction of the electrons with a hybrid mode, that is to say a mode which

possesses properties of both TM and TE modes. In particular, we can conceive a

cavity in which the TM110 mode is excited. Longitudinal variations are ignored in

this case (@=@z � 0) but we allow radial and azimuthal variations such that the

non-zero component of the magnetic vector potential reads

Azðr;fÞ ¼ AJ1 s1
r

R

	 

cosf; (8.1.52)

where s1 is the first zero of the Bessel function of the first kind and first order i.e.,

J1ðs1Þ � 0. Consequently, the non-zero components of the electromagnetic field are

Ezðr; zÞ ¼ �joAJ1 s1
r

R

	 

cosf;

Brðr; zÞ ¼ � 1

r
AJ1 s1

r

R

	 

sinf;

Bfðr; zÞ ¼ �A
s1
R
J
0
1 s1

r

R

	 

cosf;

(8.1.53)

where J
0
1ðuÞ ¼ J0ðuÞ � J1ðuÞ=u and the eigen-frequency of this cavity iso ¼ s1c=R.

Near the axis the non-zero components are

Ez � E
x

R
;

By � 1

joR
E:

(8.1.54)

An electron, which traverses this cavity, experiences a deflection even if it is

perfectly aligned because of the v	 B term. Specifically, the change in the trans-

verse momentum due to the excitation of this mode is

Dpx ¼ �e

ðD
0

dz
1

v0
ð�v0ByÞ � e

o
D

R
Re �jEð Þ: (8.1.55)
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Consistency with the prior assumptions forced us to assume a uniform field in

the z direction – which is not the case in general but it is a reasonable approximation

on the scale of a single cavity. Furthermore, from this expression we learn that the

transverse deflection is proportional to the longitudinal electric field and therefore,

if we now consider a set of such coupled cavities, then the mode may grow in space

and after a certain interaction region it dumps the beam to the wall. The

corresponding mode is called hybrid electric magnetic mode and in our particular

case, it is HEM11.

BBU can be divided into two different types: beam break-up that occurs in the

scale of a single acceleration structure because of feedback (either due to backward-

wave interaction or due to reflections) and then the condition for BBU occurs as the

threshold condition is reached – as in an oscillator. This is called regenerative beam
break-up. In the other case, the cumulative beam break-up, the “information” is

carried by the beam and it occurs on the scale of many acceleration sections (which

are electromagnetically isolated). Panofsky and Bander (1968) developed based on

Panofsky-Wenzel theorem a model which fits the basic features of long range BBU

occurring on the scale of many acceleration sections. Helm and Loew (1970) have

given a good tutorial of the various BBU mechanisms. Lau (1989) has proposed a

framework from which the various BBU regimes can be derived.

While in Sect. 4.5 we have discussed in some detail the BBU in the context of

coherent hybrid mode coupled to the beam and the way to suppress it, in the

previous paragraphs we have briefly discussed the deflection of a single bunch by

a hybrid mode in a cavity. In the remainder of this subsection we describe qualita-

tively the BBU that may occur along a single bunch due to the wake-field itself

generates. Chao (1993) has developed a simple model to describe the motion of the

tail of a bunch in terms of the wake generated by the head of the bunch. This is a

two-particles model whereby both particles follow an off-axis betatron motion

however, while the motion of the head-particle is determined solely by the external

field, the tail-particle is affected also by the wake-field the former generates.

Because the external field experienced by both particles is identical, the contribu-

tion of the wake-field to the motion of the tail-particle is in resonance with external

force. Consequently, the transverse motion is unstable. If the acceleration is

ignored, the growth rate of the instability is inversely proportional to g and

therefore, if the acceleration is accounted for, the growth rate is somewhat reduced.

Assuming a linear acceleration

gðzÞ ¼ gin 1þ z

L

gf � gin
gin

� �
(8.1.56)

thus

1

g
! 1

L

ðL

0

dz
1

gðzÞ ¼
1

gf � gin
ln

gf
gin

� �
: (8.1.57)
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In order to suppress this resonant instability, Balakin, Novokhatsky and Smirnov

(BNS) have suggested (Balakin et al. 1983) to decouple between the two reson-

ances. In other words, the external betatron field experienced by the tail-particle is

slightly different than that experienced by the head-particle. In this way, under

certain idealized conditions (discussed in detail by Chao (1993)) the instability

can be eliminated. One example of such a shift is to introduce a time-dependent

betatron field.

8.2 Advanced Accelerator Concepts: Brief Overview

The need for more powerful accelerators has triggered an extensive search for various

other schemes to accelerate electrons. These schemes rely on either entirely new

concepts as is the case in the plasma-based accelerators or on new technologies which

is the case in optical accelerator. Although energy is the major parameter of interest

in accelerators, it is not the only critical one. Other parameters such as emittance,

repetition rate and number of particles per bunch are also of great importance.

Therefore, the test of each one of the methods that will be discussed in the following

sections is not only by the gradient that they are generating but also in the potential of

being incorporated in a large system taking into consideration all the other parameters

mentioned above. At this stage of research, the zero order parameter of comparison

remains the accelerating gradient and this will be the basis for our discussion.

Before we start describing the various schemes, it is important to point the reader

to the first characterization compiled by J.D. Lawson (1979) for acceleration of elec-

trons with a laser field. Throughout the years this study has evolved to the so-called

Lawson-Woodward Theorem. It specifies the conditions when electrons cannot gain
energy from a laser field: (1) the laser field is in vacuum with no walls or boundaries

present. (2) The electron is highly relativistic v � cð Þalong the acceleration path. (3)
No static electric ormagnetic fields are present. (4) The region of interaction is infinite,

and (5) ponderomotive effects (nonlinear forces, e.g. v 	 B force) are neglected.

The various schemes can be categorized according to several criteria: (1) the

energy-source and (2) the facilitating structure/medium. In the former category, we

can list microwave, laser, a different electron beam or an active-mediumwhereas the

second includes slow-wave structures, plasmas and wigglers. In the past 30 years,

many of the possible combinations of the two categories have been explored in

one way or another and the reader can consult the series of proceedings of the

Advanced Accelerator Concepts workshops published since 1982; the credit for

funding this research goes virtually exclusively to the US Department of Energy.

Two examples are in place at this point: First let us consider the plasma-based

acceleration whereby space-charge waves are excited and they eventually acceler-

ate the particles. Typically either they are generated by a short electron-bunch or

a short but intense laser pulse or two-long medium-power laser pulses that the

difference between the two frequencies equals the background plasma frequency –

the latter is called plasma beat-wave acceleration.
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When electrons are injected with a velocity close to that of the space-charge

wave (beat wave), they can be trapped and therefore accelerated. Since no external

walls are involved there is no problem of breakdown; however, it does not mean

that the gradients are “infinite” since once the density modulation becomes sig-

nificant (larger than 10%) non-linear effects dominate and the acceleration is

altered. In order to have a rough estimate as of the typical gradients achievable

we quote here the numerical example presented by Joshi et al. (1993): the longitu-

dinal electric field that develops in plasma as a result of a density modulation dn=n0
where n0 the density of the unperturbed background plasma is, E � 100

ffiffiffiffiffi
n0

p
dn=n0

(V/m). If we take a 10% modulation on a background density of 1021 < n0ðm�3Þ<
1023 then the achievable gradients are between 0.3 and 3 GV/m.

A difficulty that might be raised is the scattering of the accelerated electrons with

the background plasma. Apparently, the dominant scattering mechanism for over

MeV electrons, is scattering by the plasma nuclei. Estimates made at UCLA

(Katsouleas and Dawson 1989) indicate that even at a density of 1026 m�3 the

mean free path of a relativistic electron (few MeV) is 2 km and it increases with the

energy of the accelerated electrons. Historically, Clayton et al. (1993) reported the

first clear indication of actual acceleration explicitly, externally injected 2.1-MeV

electrons were accelerated by a laser beat-wave driven relativistic plasma wave.

Electrons with energies up to the detection limit of 9.1 MeV were detected when

such a plasma wave was resonantly excited using a two-frequency laser in about

1 cm long interaction region. Throughout the years, several groups around the

world have investigated the concept in Japan, Kitagawa et al. (1992) in France,

Amiranoff et al. (1992) and others. Recently, Tochitsky et al. (2004) demonstrated a

laser plasma beat-wave acceleration of almost 40 MeV in a 3 cm long plasma

channel.

A second example is the two-beam accelerator. Conceptually, an accelerator can

be conceived, as a transformer in the sense that high current – low voltage beams

form the primary and low-current high-voltage constitutes the secondary. In all

large machines operating today, multiple microwave sources form the primary and

a single accelerated beam is the secondary. However, in principle, it is possible to

have a single beam that generates microwave radiation in a series of output

structures. The radiation is guided into an acceleration structure that accelerates a

different charged beam. In this case, the primary consists of a single high-current

low-voltage whereas the secondary is a low-current high-voltage. We discuss this

concept in more detail in the next section. Subsequently we discuss additional

advanced acceleration concepts.

8.3 Two Beam Accelerator

Conceptually a linear accelerator consists of many modules of acceleration

structures each one fed by one or more klystrons. Each klystron in turn is driven

by an electron beam generated separately therefore thousands of beams form the
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primary and they accelerate a single beam which, as indicated in the previous

example, is the secondary of a large “transformer”. Almost 30 years ago, Sessler

(1982) has suggested replacing all these discrete beams by a single driving beam

carrying all the required energy – this primary is still driven by discrete sources. It

came in parallel to the substantial progress in understanding the operation of the

free electron laser. In particular, the fact that electrons could be trapped [see

Sect. 7.4 as originally shown by Kroll et al. (1981)] and their energy extracted

without substantial energy spread, suggested that after extraction in an FEL, the

electrons could be re-accelerated. In addition, the operation of a klystron beyond

X-band becomes problematic because of the small structure required whereas the

free electron laser can generate high power levels at high frequencies without

inherent structure limitations but with substantial constraint upon the beam

quality.

Initially, this original approach of power generation, called two-beam accelera-

tion (TBA) – see Fig. 8.3 – was contemplated to start with a medium-energy

(3 MeV) high-current (1 kA) beam, extract power in each segment and compensate

the driving beam for the lost energy in a re-acceleration unit. Thus, each section

consists of three units: the acceleration unit, extraction unit and re-acceleration unit

(H€ubner 1993).
At CERN, the original approach was somewhat different (Schnell 1991): the

initial energy of the electrons is three orders of magnitude higher, in the GeV range,

and at least in the preliminary experimental stages (2 	 250 GeV) no re-acceleration

was planned – as illustrated in Fig. 8.4. In the conceptually future system (2 TeV)

conceived at CERN, a few superconducting re-acceleration cavities are included in

the design. Traveling-wave structures were planned to extract electromagnetic

power on the order of 40 MW from a pre-bunched beam at 30 GHz. In order to

have the correct perspective of the performance of each section we should note that

the 40 MW of power generated at 30 GHz produce almost the same gradient as

400 MW at 11.4 GHz as is the case in the Choppertron (Haimson 1992). In spite of

the clear advantage of operation at high frequency with regard to the acceleration

gradient, the wake-fields are correspondingly high.

If, in order to reduce wake effects, the frequency is reduced from 30 to 24 GHz

the longitudinal wake effects are reduced to about 60% and the transverse wakes to

50% but this comes at the expense of the accelerating gradient which is lowered

from 80 to 50 MV/m. The scaling law behind this result can be readily retrieved

Acceleration
Accelerated
Beam

Re-accelerationExtraction

Driving
Beam

Fig. 8.3 Conceptual set up of

the two-beam accelerator as

proposed by Sessler (1982)
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bearing in mind that in a uniform waveguide the relation between the power carried

by a single TM01 mode and the electric field on axis is

P

jEj2 / bgrR
2 o

c

R

p1

� �2

: (8.3.1)

If we require a single mode operation, oR=c is limited by the cutoff of the

second mode i.e., o< p2c=R. Consequently, for a given group velocity bgrc and a

given gradient, the power (in the accelerating structure) is expected to be inversely

proportional to the frequency i.e.,

P	 o2 � const: (8.3.2)

Although the beam energy in both schemes is larger than in the klystrons of the

“conventional” scheme, the amount of current required to provide the power goes

up too. Consequently, the amount of charge that propagates is larger and this may

deteriorate the bunching via space-charge forces. In spite the apparent advantages

of high-frequency operation the drawbacks associated with such an operation, have

forced the designers in 2007 to return to X-band operation (12 GHz) and reduce the

requirement from an accelerating of 150 MV/m at 30 GHz to 100 MV/m. In 2008,

the CERN design was built at KEK and tested at SLAC. In the remainder of this

section, we highlight some of the design parameters of the Compact Linear Collider

(CLIC). A detailed account has been recently reported by Tomas (2010).

Two alternative linear collider projects are developed, the International Linear

Collider (ILC), based on superconducting technology and CLIC that relies on

the two-beam acceleration and harnesses room-temperature RF technology. Both

designs aim to the TeV range and as a first phase the goal is to demonstrate 0.5 TeV

operation and if successful, in Phase II, upgrades will aim to 1 TeV or higher – see a

comparison of the various parameters corresponding to the Phase I (0.5 TeV) in

Table 8.1.

Let us trace the conceptual design (3 TeV), as illustrated in Fig. 8.5, from top to

bottom: two 2.38 GeV 1 km long conventional accelerators driven by 326 klystrons

each; the 1GHz klystron generates a 139 ms-long pulse of 33 MW. In the next stage

the train of bunches is compressed such that the peak current intensity is elevated

from 4 to 100 A and the spacing between the bunches is reduced from 60 cm to

2.5 cm. Each train is 239 ns long and there are 24 trains with 5.8 ms spacing – see

Extraction

Acceleration
Accelerated
Beam

Driving
Beam

Fig. 8.4 Conceptual set up of

the two-beam accelerator

originally designed at CERN
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Fig. 8.6. The trains of bunches are injected into power extraction and transfer

structures distributed along the 2 	 21 km long linear accelerator generating a

gradient of the order of 100 MV/m at 12 GHz; the initial energy of the electrons/

positrons is 9 GeV.

In the context of the topics discussed earlier in this monograph, there are a few

“critical items” that need to be demonstrated experimentally in order for this design

to materialize. (a) Accelerating structures that sustain gradients of the order of

100 MV/m for a fraction of a microsecond. (b) Power extraction and transfer

structures (PETS) that generate the corresponding power level for the required

duration and transfer this power to the acceleration structure; integration of the two.

(c) Generation of the 100 A drive beam with 12 GHz bunch frequency, meeting the

phase, energy, and intensity stability tolerances. As of today, each one of these

Table 8.1 CLIC and ILC

parameters
CLIC ILC

Center of Mass Energy [TeV] 0.5 0.5

Luminosity [1034] 1.4 2.0

Main linac rf frequency [GHz] 12 1.3

Gradient [MV/m] 80 31.5

Linac repetition rate [Hz] 50 5

Number of particles per bunch [109] 6.8 15

Number of bunches per train 354 2,670

Beam power [MW] 4.9 10.8

Total site AC power [MW] 130 230

Norm. hor. emittance [mm 	 mrad] 2.4 10

Norm. vert. emittance [mm 	 mrad] 0.025 0.04

BC2
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ms33MW, 139
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CR2

delay loop

DR
365 m

e-
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e -
PDR

combiner ring
tumaround
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beam delivery system
interaction point
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DR
PDR
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BDS
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main linac, 12 GHz, 100 MV/m, 21.02 kme-

BDS
2.75 km

drive beam accelerator 2.38 GeV, 1.0 GHz

injector. 2.4 GeVe-

BC2
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delay loop

BC1

BDS
2.75 km

CR2
CR1

drive beam accelerator 2.38 GeV, 1.0 GHz

326 klystrons
ms33MW, 139

injector. 2.4 GeVe+

DR
365 m

e+

e+main linac

circumferences
delay loop 72.4 m
CR1 144.8 m
CR2 434.3 m

decelerator, 24 sectors of 876 m

booster linac, 9 GeV

365 m

e+
PDR

48.3 km

Fig. 8.5 Schematic of the recent design of Compact Linear Collider (CLIC) at CERN based on

two-beam acceleration paradigm
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topics is in various demonstration stages and only time will tell whether the

conceptual or technical obstacles will be conquered – Tomas (2010).

8.4 Plasma-Based Acceleration

Wakefields of intensities relevant for acceleration may be generated in plasma by

either an intense laser pulse or a short bunch of electrons. Regardless the method,

the pulse duration needs to be half a plasma wavelength long as shown by Tajima

and Dawson (1979) – or shorter. For plasma densities in the range 1023–1025 m�3,

this wavelength corresponds to laser pulse duration of the order of 15–150 fs – this

scheme is also known as laser wake-field accelerator (LWFA). Six years later Chen

et al. (1985) published the second paradigm whereby a particle beam drives the

plasma wakes. Plasma electrons are pushed off axis either by the transverse force of

Drive beam time structor - final

240 ns 5.8ms

24 pulses-100 A-2.5 cm between bunches

240 ns

2.4 GeV-60 cm between bunches
140 ms total length-24´24 sub-pulses-4.2 A

Drive beam time structor - initial

2´3´4=24

Combiner ring ´ 3

pulse compression &
frequency multiplication

Combiner ring ´4

pulse compression &
frequency multiplication

efficient acceleration in fully loaded linac
Drive Beam Accelerator

Delay loop´2

& frequency multiplication
gap creation, pulse compression

Fig. 8.6 The scheme of pulse compression and frequency multiplication 	24ð Þ
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the light pulse or by the repelling electrostatic force. As the pulse passes, in both

cases, the plasma electrons snap back toward the back of the drive pulse because of

the restoring force exerted by the immobile plasma ions, overshoot, and generate in

the process the wake-field oscillation. In both cases, the wake-field propagates

virtually at the speed of light and the bunch to be accelerated may be placed 1.5

plasma wavelengths behind the driving bunch.

8.4.1 Laser Wake Field Acceleration

Observations of a wake produced by a single short laser pulse were first published

in 1996 by the Ecole Polytechnique (Marqués et al. 1996) and University of Texas

at Austin (Siders et al. 1996) groups. In both of these experiments, the laser was

focused to a spot size much smaller than the wavelength of the plasma oscillation

and consequently, the oscillation was dominated primarily by the radial motion of

the electrons and measurements of these oscillations provided the first indications

associated with the wake-field.

In the Ecole Polytechnique experiments, the cylindrical plasma wake-field was

excited by a 130 fs Ti:sapphire laser – Amiranoff et al. (1998). By injecting a

3 MeV electron beam into the wake, a maximum energy gain of 1.6 MeV was

measured; the interaction length was of the order of 1 mm therefore the energy gain

corresponds to a maximum longitudinal field of 1.5 GeV/m. This experiment was

followed a series of experiments that demonstrated that plasma electrons could be

trapped by the wake and accelerated to a broad range of energies that peaks at

200 MeV – see Malka et al. (2002). In practice, in all these experiments the laser

pulse length is longer than half of the plasma wavelength. Nevertheless, at the high

plasma densities and laser intensities employed, the laser pulse rapidly self-

squeezes due to the non-linear processes involved. These initially longer laser

pulses propagated through the plasma, they become shorter and excite the wake-

field in the plasma.

Such a broad spectrum of electrons is not practical for acceleration application

where Dg=g smaller than one thousandth are required. Therefore, researchers

started to look into the possibility of generating “mono-energetic” bunches. In

order to understand the broadening mechanism we should bear in mind that the

ions-bubble generated by the laser, moves close to the speed of light but still

accelerated electrons may outrun it in a distance known as the de-phasing distance.
While this limits the maximum energy gain, it may generate an electron beam with

a relatively narrower energy spread.

For this purpose, consider the fraction of the electrons blown out by the drive

pulse and are first trapped by the spike of the accelerating field. It so happens that a

significant number of electrons become trapped so that the wake is beam-loaded

and as a result, the accelerating field drops in amplitude. At this stage, no more

electrons can be trapped and they are accelerated as a collective. However, the

electrons initially have a spread of energies yet those in the front de-phase and
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begin to lose energy whereas the electrons in the back continue to gain energy. This

phase-space rotation generates a relatively low energy-spread bunch.

It is imperative for this kind of process to terminate the acceleration close to

the de-phasing distance by having a plasma-vacuum boundary. Otherwise, this

phase-space squeezing process terminates. Such relatively low energy-spread

beams have been observed experimentally in a plasma channel experiment at

Lawrence Berkeley National Laboratory – Geddes et al. (2005). Shortly afterwards,

the same group used a 3.3 cm long capillary discharge to produce a hydrogen

plasma channel with a density of 4	 1024½m�3�. Injecting a 40 TW laser pulse

through this channel, an average energy of 1 GeV was measured with a relative

spread Dg=g< 0:1 – see Leemans et al. (2006). For a review of the various

theoretical and experimental developments the reader is referred to Esarey et al.

(2009) who compiled a detailed summary of Laser Wake-field Acceleration.

8.4.2 Beam-Driven Plasma Wake-Field Acceleration (PWFA)

The University of Wisconsin group – Rosenzweig et al. (1988), reported first

demonstration of the excitation of a wakefield by a relativistic beam at Argonne

National Laboratory. Its essence was to measure the change in energy of a low-

intensity witness beam (15 MeV) with a variable delay for mapping the wake-field

induced by a high-intensity the drive beam (21 MeV) in plasma. A peak accelera-

tion gradient in excess of MeV/m and more importantly, the experiment clearly

showed the wakefield persisting for several plasma wavelengths. Beyond this

pioneering work, there was a major effort that demonstrated gradients of tens of

GeV/m. A detailed review was compiled by Joshi (2007) here we skip to discuss

one of the most exciting results achieved in recent years in the field of Advanced

Acceleration Concepts.

In the mid nineties it was suggested to employ the 30–50 GeV beam of the

Stanford Linear Accelerator Center to demonstrate 1 GeV energy gain in a one

meter long plasma column of Lithium [1018 � 1023m�3] for both electrons and

positrons. Since the amplitude of the wake is inversely proportional to the square of

the bunch length one of the major contributions to the successful results to be

reported next, is the ability to compress the 5 ps long bunch by two orders of

magnitude (50 fs). In two different experiments at SLAC, the energy of a part of the

electrons in the bunch was doubled. First, the energy of trailing electrons of an

initial 28.5 GeV electron bunch was doubled at the expense of the front electrons;

the plasma column is 60 cm long. Extending the plasma column to a total of 85 cm

and using a 42 GeV bunch, the maximum energy that electrons have reached was

85 GeV – Blumenfeld et al. (2007).

E157 and E162 were carried out with 28.5 GeV electron and positron beams and

even for the same number of particles and identical plasmas, the wake-field excita-

tion is different for electron and positron bunches. Contrary to the electrons beam

driver whereby the plasma electrons are completely expelled by the head of the
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beam, in the positrons case, the background electrons are pulled in from a plasma

region that has a much larger radius than the beam radius. This leads to a factor

2 smaller wakes for identical conditions.

8.5 Other Wake-Field Acceleration Schemes

Wake-field generated by a bunch of electron in plasma is not the only configuration

whereby an accelerating field is generated by a bunch. As indicated in Chaps. 3 and

5 wakes may occur in dielectric loaded waveguide or in periodic waveguide.

Common to all is the fact that all the modes propagate with the same speed as

the driving bunch and acceleration is achieved by “synchronizing” the radiation

pulse and the accelerated bunch such that the latter trails behind and it sees an

accelerating gradient.

8.5.1 Dielectric Wake-Field Accelerator

In order to understand the principles of the Dielectric Wake-Field Accelerator

(DWFA) it is convenient to go back to Sect. 2.4.2 where we examined the Cerenkov

radiation emitted by a point-charge as it traverses a dielectric loaded waveguide

along its axis. We found that provided the velocity of the particle is higher than the

phase velocity of the plane wave in the medium, then the magnetic vector potential

is given by

Azðr; z; tÞ ¼ �q

4pe0R2

b2

n2b2 � 1
	
X1
s¼1

4J0ðpsr=RÞ
J21ðpsÞjOsj sin jOsj t� z

v0

� �� �
h t� z

v0

� �
;

(8.5.1)

see (2.4.46) and the corresponding definitions. It is interesting to note that although

the waveguide is dispersive, all the electromagnetic waves that belong to the wake

travel at the particle’s velocity v0 – though they may trail far behind. It also explains

why a “broad” spectrum signal can still provide net acceleration.

With this expression we can calculate the longitudinal electric field acting on a

test particle lagging behind – see basic configuration in Fig. 8.7. On axis, Ez is

Ezðr ¼ 0; z; tÞ ¼ �q

4pe0R2

X1
s¼1

4

J21ðpsÞ
cos jOsj t� z

v0

� �� �
h t� z

v0

� �
; (8.5.2)

and since in practice the dielectric coefficient is frequency dependent the summa-

tion is only on these modes for which the Cerenkov radiation is satisfied i.e.,
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b2 > 1=eðo ¼ OsÞ. For simplicity sake, let us assume that only the first two modes

contribute, thus the normalized force that acts on a negative point charge e is

F tð Þ � Fz
eq

4pe0eR2

� ��1

¼ 4h tð Þ
J21ðp1Þ

cos p1
ct
�nR

	 

þ 4h tð Þ
J21ðp2Þ

cos p2
ct
�nR

	 

; (8.5.3)

and it is plotted in Fig. 8.8.; t � t� z=v0; �n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e� b�2

p
.

As anticipated, in the close vicinity of the particle, the force is decelerating since

“naturally” the negative charge repels another negative charge. However, if the test

particle is located adequately behind the leading bunch, the trailing one will be

accelerated. This field distribution also helps us to envision the bunch compression,

which is a byproduct of this process.

For this purpose consider a uniform distribution of particles which spread

between the zero acceleration point and the crest of the wave. Electrons that

experience zero acceleration preserve their relative location in the bunch while

all the others are accelerated. Even if the accelerated electrons bypass the first

group, they immediately reach a deceleration region that pulls them back. Obvi-

ously, space-charge effects, disregarded in this discussion, limit this process.

Conceptually, one can regard the system as a transformer with a low voltage and

high current (say 10 MV, 1 kA) primary and the secondary is a high-voltage pulse

of low current (say 1 GV, 1 A). DWFA was tested experimentally at Argonne

National Laboratory by Gai et al. (1988) and analyzed theoretically by Rosing and

Gai (1990).

Park and Hirshfield (2000) published an extension of the theoretical models

beyond what was presented in Chaps. 3 and 5. In addition, a variety of reports

describing experimental work has been published. Here we intend to briefly focus

on two: the ANL group (Power et al. 2000) has designed a structure to have its

TM0n modes nearly equally spaced so that the modes generated by a single short

electron bunch constructively interfere in the neighborhood of integral multiples of

the fundamental wavelength producing large acceleration gradients. Since the

space-charge force limits the amount of charge concentrated in one bunch, it is

possible to split the charge into a train of micro-bunches. In the ANL experiment,

trains of 4–5 nC electron bunches, separated by 760 ps, were injected into a 60 cm

long dielectric-lined cylindrical waveguide. Use of a train of drive bunches spaced

by one wavelength reinforced the accelerating wake-field – the gradient was in

excess of 1 MV/m.

Driving

Bunch Bunch

Accelerated
e

Fig. 8.7 Conceptual set up of

the dielectric wake-field

accelerator
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The Omega-P group at BNL has recently performed a second demonstration of

the superposition of wakefields. The wake was excited by 50 MeV bunches which

travel 50 cm along the axis of a cylindrical waveguide loaded with alumina

(Shchelkunov et al. 2006). The bunches were prepared by splitting a single laser

pulse prior to focusing onto the cathode of an RF gun into two pulses and inserting

an optical delay in the path of one of them. Wakefields from two short (5–6 ps)

0.15–0.35 nC bunches were superimposed and the energy loss of each bunch was

measured as the separation between the bunches is varied to encompass approxi-

mately one wakefield period (21cm). A spectrum of 40 TM0n eigenmodes is excited

by the bunch. A substantial retarding wakefield (2.6 MV/m for the first bunch)

develops because of the short bunch length and the narrow vacuum channel

diameter (3 mm) through which they move. The energy loss of the second bunch

exhibits a narrow peak when the bunch spacing is varied by only 4 mm (13.5 ps).

Gai and Jing (2006) compiled a comprehensive review of dielectric-loaded

acceleration (DLA) structures including theoretical analysis of accelerating

modes and wake-fields as well as experimental aspects. From the theoretical

perspective, two computational methods used to compute the wake-fields of the

DLA structure are described in detail. In the experimental context, multi-pactoring

and dielectric joint breakdown are two major concerns for DLA structures which

are subject to high EM fields and physical models and possible amelioration

methods for both phenomena are considered. A multi-layered DLA structure

based on the Bragg reflection waveguide principle was analyzed by Mizrahi and

Sch€achter (2004a, b). It was demonstrated that the concept can reduce the RF power

attenuation and improve the shunt impedance significantly compared to a structure

consisting of a simple dielectric tube.

8.5.2 Wake-Field Acceleration in a Periodic Structure

The concept in this case is very similar to the case of the dielectric structure namely,

a driving pulse generates a wake in the periodic structure that in turn accelerates the

10 2

tc/R

N
or

m
al

iz
ed

 F
or

ce

R
eg

io
n

A
cc

el
er

at
io

n

R
eg

io
n

A
cc

el
er

at
io

n

-50

-25

0

25

50Fig. 8.8 Normalized force

on a test particle which lags

behind the driving bunch

8.5 Other Wake-Field Acceleration Schemes 409



trailing bunch. Mathematical complexity of the calculations involved is substan-

tially higher because the boundary conditions, however the outcome is similar to

the dielectric case. Voss and Weiland (1982) (at DESY, Germany) suggested an

annular configuration that is to say that the driving beam forms a ring which excites

a wake-field. The latter propagates toward the axis and in the process its amplitude

increases. As it reaches the axis, it accelerates a trailing bunch. Figure 8.9 illustrates

this concept.

A different implementation of the same concept involves electro-optic switches:

acceleration of a bunch requires a gradient at the (momentary) location of the

particle. The way this gradient is accomplished has no importance to the longitudi-

nal motion however, the transverse wake may vary from one scheme to another.

Progress in optical switching of semiconductor devices (Lee 1984), facilitates the

generation of fast voltage pulses that in turn can be used for acceleration. The

essence of this concept is to optically switch a radial transmission line connected to
a relatively high voltage source and benefit from the transformer effect as the

voltage pulse propagates inwards to accelerate the electrons on axis. Bamber

(1983) at the University of Rochester experimentally demonstrated the concept.

Wilson (1988) and Cooper (1988) compiled detailed reviews of periodic wake-field

in periodic structures.

8.6 Inverse of Radiation Effects

In all the effects where coherent radiation is generated by bunches of electrons,

these are located such that the electromagnetic field, which acts at their location, is

decelerating theses bunches. In principle, by virtue of the reciprocity theorem (see

Sect. 2.1.8), we can place a similar bunch distribution to be in anti-phase with an

illuminating wave, in which case the latter accelerate the electrons. The

illuminating wave needs to have the similar characteristics as the far-field generated

by the bunches.

Driving Bunch

Accelerated
Bunch

Driving Bunch

Fig. 8.9 Conceptual set up of

the periodic structure wake-

field accelerator
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8.6.1 Inverse FEL

In principle, the same mechanism that facilitates generation of coherent radiation in

a periodic transverse wiggler as discussed in Chap. 7, allows to accelerate a bunch

of electrons. In fact, Palmer (1972) suggested this concept several years before the

renewed interest in the free electron laser as a radiation source (Elias et al. 1976).

An intense laser pulse interacts with a beam of electrons in the presence of a

transverse and periodic magnetic field. As a result, electrons may be accelerated –

see Courant et al. (1985). The advantages and disadvantages of the free electron

lasers as a radiation source, discussed in Chap. 7, apply also to its operation as an

accelerator. In addition, Courant et al. (1985) pointed out that the decelerating

gradient (Edec) due to the emission of spontaneous radiation has to be smaller than

the accelerating gradient associated with the laser field (Eacc). According to (7.1.30)

and (7.2.6) this can be formulated as Eacc >Edec thus

oA0

1

g
eBw

mckw
>

1

2
bg2

e

4pe0=k2w

eBw

mckw

� �2

: (8.6.1)

This expression determines a critical laser intensity Icr which has to be exceeded
in order to obtain net acceleration i.e.,

I � 1

2�0
joA0j2 > Icr � 1

2�0

e

4pe0k�2
w

� �2
" #

eBw

2mckw

� �2

g6: (8.6.2)

If we take Bw ¼ 1T and 2p=kw ¼ 10 cm then Icr � 10�16g6W=cm2 and for a typical

g of the order of 104 the required laser intensity is 108W=cm2 as shown next for

several other energies:

g ¼ 104 ! Icr ¼ 108W=cm2;

g ¼ 105 ! Icr ¼ 1014W=cm2

g ¼ 106 ! Icr ¼ 1020W=cm2;

g ¼ 107 ! Icr ¼ 1026W=cm2:

This list indicates that with laser intensities of 1020W=cm2 one may accelerate

electrons up to a few TeV but at least with the present technology, this seems to be

the limit.

During the past decade, the I-FEL was instrumental in demonstrating two

fundamental questions: Let us assume that in one module a laser pulse accelerates

electrons, is it reasonable to expect that electrons entering a second module keep
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their shape after a few meters long drift region? Staging of two laser-driven I-FEL’s

has been demonstrated in a proof-of-principle experiment performed by Kimura

et al. (2001) at ATF. Two distinct and serial laser accelerators acted on an electron

beam in a coherently cumulative manner. Output from a CO2 laser was split into

two beams to drive two inverse free electron lasers separated by 2.3 m. The first

IFEL served to bunch the electrons into 3 fs micro-bunches, which were “rephased”

with the laser wave in the second IFEL.

A second fundamental question that needs to be addressed concerns the effi-

ciency of trapping at optical frequencies. Development of practical and efficient

laser linear accelerators requires accelerating a large ensemble of electrons together

while keeping their energy spread small. Kimura et al. (2004) was the first to

demonstrate high-trapping efficiency (80%) and narrow energy spread (0.36%)

via laser acceleration. All these accomplishments (staging, high-trapping efficiency

and narrow energy-spread) were achieved in the framework of the Staged Electron

Laser Acceleration (STELLA) program conducted by Wayne Kimura at ATF –

Brookhaven National Laboratory.

8.6.2 Inverse Cerenkov

Edighoffer et al. (1981) at Stanford demonstrated experimentally the feasibility

of the inverse Cerenkov effect for acceleration of electrons. The idea here is to

illuminate an electron moving in a dielectric medium (gas) at the Cerenkov angle

with a laser beam at the adequate frequency. Later Fontana and Pantell (1983)

proposed an improved setup for the same purpose by ensuring an extended

and symmetric interaction region with axicon lens – see Fig. 8.10. The lens

generates a symmetric longitudinal electric field on axis when illuminated by a

radially-polarized laser beam and the gas slows down the electromagnetic wave

which in turn, intersects the electron trajectory at an angle y; the longitudinal

wave-number is ðo=cÞn cos y where n is the refraction coefficient. Consequently,

the resonance occurs when the phase velocity equals the velocity of the

particle i.e.,

Axicon Lens

Interaction
region

Fig. 8.10 Conceptual set-up

of the inverse Cerenkov

accelerator
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vph � c

n cos y
¼ v0: (8.6.3)

The concept was tested experimentally (Kimura et al. 1995) when electrons were

illuminated by a laser focused by an axicon lens have gained an energy which

corresponds to a gradient of 31 MV/m in the interaction region. Design of such a

system is a trade-off between a (relatively) large refractive coefficient that requires

high pressure and a long mean free path, which implies low pressure. A possible

solution, suggested in this context by Steinhauer and Kimura (1990) [previously

suggested in the context of FEL by Feinstein et al. (1986)], is to operate close to the

resonant frequencies of the gas. This facilitates the required refraction coefficient

but at low pressure.

8.6.3 Open Structure Accelerator

In Chap. 5 we discussed the electromagnetic characteristics of an open periodic

structure and two main conclusions were emphasized: (1) the number of eigen-

modes is finite and their number is controlled by the geometry of the structure. Each

such mode consists of an infinite spectrum of harmonics whose phase velocity in the

pass band is smaller than c; these harmonics correspond to evanescent waves and

they do not carry power in the transverse direction. Another conclusion we reached

was that (2) a particle moving in the proximity of an open structure emits radiation

(Smith-Purcell effect). In principle, one can use this effect to accelerate electrons by

illuminating the grating at the adequate angle and wavelength. However, contrary

to the inverse Cerenkov effect, where the use of the radiation field in the interaction

region can be fairly efficient, in the grating case, the incident wave is scattered in a

spectrum of harmonics, part of which are radiative therefore a substantial fraction

of the energy is lost.

Alternatively, we may use the eigen-modes of an open structure to accelerate

electrons (Palmer 1982; Kroll 1985). However, one can immediately realize that a

wave with phase velocity c is not supported by the kind of symmetric structure we

discussed in Chap. 5 since if kz ¼ o=c is parallel to the direction in which the

electron moves then at least one harmonic of the mode does not decay exponen-

tially. A simple solution of this problem is to enforce field variation in the third

direction. Pickup (1985) has analyzed a grating which is periodic in the z direction,
the y direction is perpendicular to the surface and in the x direction two metallic

plates were placed at a distance D one from the other. Therefore, if the grating is

designed such that in the z direction kz ¼ o=c and in the x direction kx ¼ p=D
(lowest mode) then according to the homogeneous wave equation, k2x þ k2y þ k2z�
ðo=cÞ2 ¼ 0, we have
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p2

D2
þ k2y þ

o2

c2
� o2

c2
¼ 0 ! k2y ¼ � p2

D2
: (8.6.4)

Consequently, the wave decays exponentially perpendicular to the grating.

Although the problem of the radiation confinement was solved, there still is

a problem of stability of the beam. To illustrate this problem let us consider the

following electric field

Exðr; tÞ ¼ 0;

Eyðr; tÞ ¼ E
o
cq

sin oðt� z=cÞ½ � sinðqxÞexp �kyð Þ;
Ezðr; tÞ ¼ E cos oðt� z=cÞ½ � sinðqxÞexp �kyð Þ;

(8.6.5)

where q ¼ p=D. We can substitute in Maxwell’s equation and obtain the magnetic

field:

Hxðr; tÞ ¼ q2 � ðo=cÞ2
om0q

E sin oðt� z=cÞ½ � sinðqxÞexp �kyð Þ

Hyðr; tÞ ¼ q

om0
E sin oðt� z=cÞ½ � cosðqxÞexp �kyð Þ

Hzðr; tÞ ¼ 1

�0
E cos oðt� z=cÞ½ � cosðqxÞexp �kyð Þ:

(8.6.6)

With these field components, we can calculate the transverse force, which acts

on the particle. For this purpose, we assume that the particle’s motion is around

x ’ D=2þ dx and y ¼ 0þ dy consequently,

d2

dt2
þ qeE sinf

mg

� �
dx ¼ 0;

d2

dt2
� qeE sinf

mg
qc

o

� �
dy ¼ � eE

m

qc

o
sinf;

d

dt
g ¼ � eE

mc
cosf;

(8.6.7)

here it was assumed that on the scale of the transverse motion variations in g
can be ignored, g � 1 and f ¼ o½t� zðtÞ=c�. The first two expressions indicate

that even if, in the x direction, the motion is stable in the y direction the beam

diverges and vice versa. Pickup (1985) suggested a solution whose essence is of

rotating the orientation of the grating relative to the axis as illustrated in Fig. 8.11.

Alternatively, the phase f can be switched periodically as suggested by Kim

and Kroll (1982).
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8.6.4 PASER: Particle Acceleration by Stimulated Emission
of Radiation

In Sect. 2.4.5 we calculated the decelerating force that acts on a single electron

as it moves in a vacuum channel surrounded by lossy material. At the end of

that section we indicated that if the conductivity of the material is negative which

is to say that the medium is active, then the moving electron is accelerated

(Sch€achter 1995).
Motivated by this result, let us now take a closer look at the interaction of

moving charged particles with an active medium. For this purpose, consider an

ensemble of atoms, each one modeled by a two-states quantum system and a

moving electron whose primary field consists of a broadband spectrum of evanes-

cent waves – including the resonance frequency of this two-level system. These

waves may be conceived as a spectrum of virtual photons continuously emitted and

absorbed by the electron. When a virtual photon corresponding to the resonance

frequency impinges upon an excited atom, its effect is identical to that of a real

photon. Therefore, it stimulates the atom and as a result, two identical phase

correlated photons are emitted.

Being phase correlated, the moving electron can absorb the stimulated photon,

causing the latter’s acceleration. The inverse process is also possible: if the

virtual photon encounters an atom in the ground state and excites it, then the

moving electron loses energy namely, the electron decelerates. We may expect a

nonzero net acceleration only if the number of atoms in the excited state is larger

than that in the lower state; i.e., the population is inverted. From the description

above, the acceleration force is a result of a stimulated radiation and accordingly

the acronym PASER stands for particle acceleration by stimulated emission of

radiation.

Efficient interaction occurs only in the close vicinity of the resonance. There-

fore, from the perspective of a single moving electron, it is quite clear that since in

the laboratory frame of reference its spectrum is broad, the effect of the medium on

the electron’s energy is modest. In order to overcome this difficulty, it was

suggested to inject a train of microbunches rather than a single macrobunch – its

periodicity being identical to the resonance frequency of the medium. In this way,

Fig. 8.11 Conceptual set up

of the grating accelerator

(inverse Smith-Purcell effect)
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the projection of the train’s spectrum on the resonance frequency of the medium

becomes dominant.

The power exchanged between a train ofM bunches of Nel electrons, separated

by a distance l0 moving with a velocity v0 and a dielectric active medium is

given by

P bð Þ ¼ Q2v0

4pe0l
2
0

2

p

ð1
0

dORe jO 1� 1

b2er Oð Þ

� �
F?ðuÞ

� �

	 sinc2
1

2

O
b

D
l0

� � sinc2 1
2
O
b M

	 


sinc2 1
2
O
b

	 


F?ðuÞ � 2

u2
1� 2I1ðuÞK1ðuÞ½ �

u � O
b
Rb

l0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2er Oð Þ

q
;

(8.6.8)

wherein in non-normalized units the dielectric function is

er o> 0ð Þ � 1þ o2
p

o2
0 � o2 þ 2jo=T2

; (8.6.9)

subject to the condition er o< 0ð Þ ¼ e�r �oð Þ. It is tacitly assumed that the medium

has a single resonance frequency o0 chosen to correspond to the macro-bunch

modulation i.e., o0 ¼ 2pc=l0; o2
p � e2n=me0 is the “plasma” frequency with m

being the rest mass of the electron, and n representing the population density

atoms that store a photon. For an excited medium, when the relevant population

density is inverted, the plasma frequency is negative (o2
p< 0); T2 being the

relaxation time.

The density of the energy stored in the medium at the resonance frequency,

assuming its population is inverted, nph denoting the photons’ density stored

in the medium, is wact ¼ �nph�ho0 and �h ¼ 1:05457	 10�34[J � s] is the

Planck constant. Further simplification of (8.6.8) is possible subject several

assumptions: (1) the bandwidth associated with the frequency response of the

medium is much narrower than the spectrum associated with the finite-length of

the macro-bunch ðMl0=cT2 � 1Þ. In other words, the frequency response of the

medium is sharper than the longitudinal form factor. (2) The bandwidth of the

resonance is very narrow compared to the resonance itself i.e., l0=cT2 � 2p.
Based on these assumptions, we can take the longitudinal form factor out of

the integral and evaluate the latter only at the poles of the dielectric function

er Oð Þ ¼ 0. (3) The bunches are initially relativistic g � 1ð Þ; (4) the optical gain

is small on the scale of one wavelength opl0=c � 1
� �

; (5) although the num-

ber of bunches is large, still g2 � M; (6) beam’s radius is much smaller than
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the resonant wavelength 2pRb=l0 � 1. Based on these assumptions the relative

increase in the kinetic energy of the train along an interaction length d is

DEk � �Pd=v0
Nelmc2 g� 1ð Þ

’ 4Neld pr2e
� �

g� 1ð Þ
wact

�ho0

sinc2 p
D
l0

� �
F? 2p

Rb

l0

� �
;

’ 4Neld pr2e
� �

g� 1ð Þ
wact

�ho0

sinc2 p
D
l0

� �
2 2p

Rb

l0

� ��2

(8.6.10)

Nel is the total number of electrons in the train (Q ¼ Nele), re � e2=4pe0mc2 is the
classical radius of the electron.

A proof-of-principle experiment has been carried out (Banna et al. 2006a) at the

accelerator test facility (ATF) of the Brookhaven National Laboratory. It harnessed

the photocathode-driven microwave linear accelerator and a high-peak power CO2

laser. A wiggler in which a laser beam interacts with a macro-bunch of electrons

traveling through a periodic magnet array, is used to impart a sinusoidal energy

modulation on the electron beam (e-beam). After a long drift region the velocity

modulation translates into density-modulation. The resulting train of micro-

bunches enters a CO2 PASER cell follows shortly after by a spectrometer.

A schematic layout of the experiment is presented in Fig. 8.12.

More specifically, a quasi-mono-energetic (45 MeV) electrons macro-bunch of

5 ps duration and consisting of at least 7	 108 particles, was injected into a wiggler

where it was bunched into about 150 micro-bunches by its interaction with a high-

power CO2 laser pulse (200 ps, 0.5 GW) operating at a wavelength of 10:6 mm.

A 2.5 m long drift region separates the wiggler from the PASER cell. Along this

drift region, the velocity modulation emerging from the wiggler becomes a density

modulation at the entrance to the cell. The former is controlled by the intensity of

the CO2 laser pulse, and in this particular set-up, a � 1:5% peak-to-peak energy

modulation at the wiggler was found to generate an optimal density modulation in

the PASER cell. Either stronger or weaker modulation at the wiggler, lead to less

2

45 MeV-5 psec
Accelerator

Macrobunch Microbunches PASER Accelerated
microbunches

Diagnosticsmedium
activeCO

LASER2CO
0.5GW-0.2 nsec

Wiggler

cell

Fig. 8.12 Schematic layout for the PASER experiment. The distance separating the wiggler and

the PASER cell is about 2.5 m
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than optimal modulation, at the location of the interaction with the active medium

and thus, smaller acceleration.

The train of micro-bunches enters next the PASER cell that contains a mixture of

CO2 [CO2:N2:He(2:2:3)], held at a pressure of 0.25 atm, activated by a discharge

driven by a 130 nF low-inductance capacitor, initially charged to 30 kV. The dis-

charge is facilitated by two 40 cm 	 12 cm aluminum electrodes, which are 2.5 cm

apart. Two diamond windows, of 1 mm diameter and 2 mm thickness each, are

attached to both ends of the cell in order to maintain the pressure in the cell and at

the same time to allow the train to propagate through the cell.

For the typical values mentioned above electrical measurements (voltage and

current) of the discharge, indicate that the total energy density stored in the mixture

is at the most of the order of 0:1 J/cm3. Only a small fraction of this energy density

is associated with the resonance of the CO2 molecule at 10.2 mm. Therefore,

assuming a potential efficiency (as an amplifier) of 1%, we estimate the energy-

density available, at 10.6 mm, to be of the order of 1mJ/cm3. Based on this estimate,

in the volume covered by a beam of a radius of 150mm, the available energy is of

the order of 70mJ. However, the field associated with a relativistic bunch covers

an area which effectively is g2 larger than the geometric beam cross section. In

practice, in the vertical dimension the expansion is limited by the electrode spacing,

and hence, the available energy is about 200 mJ. This value should be compared to

5 mJ kinetic energy of the train.

In order to demonstrate the PASER effect, during the experiment, pairs of shots

with discharge on and off were recorded for different peak-to-peak energy

modulations (1–3%). A jitter of up to 50 keV in the energy spread of the e-beam

was observed at the spectrometer. As the PASER effect manifested itself as an

increase of the energy spread of the macro-bunch as measured at the spectrometer,

in the presence of the discharge in the cell, any increase beyond the 50 keV in the

energy spread is considered as an acceleration via the PASER scheme.

The energy spectra as monitored by the spectrometer’s camera are presented

Fig. 8.13. The spectrum is illustrated for the two relevant cases: discharge-off and

on. Evidently, the energy spectrum when the discharge is on, is broadened

200keV
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Fig. 8.13 The energy spectra

of a single pair of shots with

and without discharge, and

with �1:5% peak-to-peak

energy modulation.

Comparison of the energy

spectra discharge off/on,

�200 keV energy increase is

observed
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comparing to the “off”-case by about 0.45% i.e., 200 keV. A detailed theoretical

and experimental account was presented by Banna et al. (2006b) which also shows

that the simple analytic result in (8.6.10) is in good agreement with the experimen-

tal results.

8.7 Optical Accelerators

The progress in laser-technology in the past twenty year has triggered the question

to what extent can lasers replace the microwave sources as the drivers for particles

accelerators. While they still have a long way to go before reaching the wall-plug to

radiation efficiency of microwave sources (>70%), they possess a few inherent

advantages which can not be ignored. On the top of the list is the compactness.

Reducing the wavelength from tens of centimeters to microns and at the same time

increasing the accelerating gradient from a few tens of MV/m to 1GV/m leads to

reduction of almost two orders of magnitude in the length of a linear accelerator

either for high-energy physics or medical applications.

8.7.1 Optical Linear Collider

The first proposal for an optical linear accelerator has been suggested by Robert

Byer in the mid nineties (Huang et al. 1996) and in the past fifteen years some major

experimental progress have been made in collaboration with SLAC [e.g. Plettner

et al. (2005)]. While the initial configuration relied on a series of prisms that

allowed to focus a laser beam along the trajectory of relativistic electrons, about

a decade ago, a complex 2D quasi-periodic structure has been analyzed (Lin 2001)

at SLAC following the regular approach of designing a slow-wave structure. This is

to say that at the laser wavelength, the mode propagates at the speed of light and it

has a significant longitudinal component. In this case the structure was (quasi)

periodic in the transverse direction and uniform in the longitudinal direction. Some

improvement was later found (Cowan 2003) when the designed structure was

periodic in the longitudinal direction. Zhang et al. (2005) have also proposed to

employ periodic structures to couple power into these structures from the transverse

direction. A significant limitation of these structures is the fact that the periodic

“obstacles”, which facilitate the proper mode, are smaller that the wavelength and

thus impose some stringent constraints on the power that could be injected. Con-

trary to RF acceleration structures, the problem is not breakdown but rather non-

linear effects in dielectric material. The latter in turn is the only option in the optical

regime since dielectric loss is by far lower comparing to ohm loss. For reducing

the difficulties associated with these miniscule obstacles in 2D periodic structures, a

simple 1D Bragg structure was investigated theoretically in great detail by Mizrahi

and Sch€achter (2004b). Some of the fundamentals have been discussed in some
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detail in Sect. 5.4. At this point, we wish to emphasize a few aspects that are

common to all optical acceleration structures mentioned above.

The second significant difference between an optical structure comparing to an

RF one is the behavior of the wake-field and in particular, the long range wakes.

Being made of dielectric obstacles or layers the structure acts like a filter. It confines

radiation of frequencies close to the central frequency but it allows most of other

frequencies to leak out. This is dramatically different comparing to metallic

structures where all the spectrum generated by a single bunch is confined to the

structure’s volume – see Sch€achter (2003).
A third aspect that is conceptually different in optical accelerators is the structure

of the bunch. As specified in the description of CLIC in this chapter, at RF

frequencies, the number of electrons that are being accelerated are of the order of

1011 and for simplicity sake, let us assume that the volume they occupy is of the

order of 1 mm3 – thus the typical density is of the order of 1020 m�3. In the optical

regime (say 1mm) the vacuum tunnel has a vertical dimension that is smaller than

one wavelength (1/5) and obviously, the bunch needs to be much shorter than one

wavelength (say 1/20). In the horizontal plane, we may conceive a sheet-beam

configuration and we assume it to be 100 wavelengths wide. Assuming a similar

density as specified, in one period of the pulse there are only 100 electrons!

Regardless the acceleration scheme the number of electrons per second that need

to be accelerated, for either high energy physics applications or medicine is of the

order of 1014[1/s]. Assuming a conservative rep-rate of the driving laser – say

10 MHz then the number of electrons in one micro-bunch needs to be of the order of

107. There are very promising experimental results (Hommelhoff et al. 2006)

indicating that by the time such a machine will get to the drawing board, densities

of 1021 m�3 will become available at reasonable low energy, implying that each

micro-bunch may contain order of 103 electrons and there should be 104 micro-

bunches in one train. While at a first glance this seems a complexity, it is actually an

advantage since this train of micro-bunches generates a coherent wake that can be

re-circulated – see Sch€achter (2004) – leading to a dramatic enhancement in the

efficiency of the acceleration process. However, there still remains one deficiency

associated with the different wake-field experienced by various micro-bunches

along the train. To compensate for this effect, it was suggested to taper the shape

of the external laser pulse whereas the wake generated by one train may be

amplified and harnessed for the amplification of the trailing train – see Fig. 8.14.

Another option is to reverse (front to back) the wake-field before being fed back

into the acceleration structure.

8.7.2 All Optical Light Source

While the discussion so far was primarily motivated by high energy physics, not

less appealing is the optical accelerator compactness when applied to light sources

in general and specially to medical accelerators. In the latter case, the electrons’
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energy is limited to about 10 MeV, which implies that if the gradient is of the order

of 1 GV/m, the acceleration structure could be 1 cm long; this should be compared

to the current 50 cm long structures. However, the accelerator is only half the

benefit. The other half, at least if quasi-monochromatic radiation is required, is the

possibility to generate such radiation in a relatively efficient and compact way.

Quasi-monochromatic X-ray radiation has been generated by focusing a laser beam

against a relativistic beam of electrons. Inverse Compton effect facilitates X-ray

radiation – see Sect. 7.5.5. Now that we have a vague idea of how FEL’s and

accelerators work, we may extend the discussion we started in that section.

X-Ray generation has been undergoing a steady revolution for the past five

decades. The brightness of these sources, measured in photons·s�1 mm�2 mrad-2/

0.1%-bandwidth, has been rising exponentially, starting from X-ray tubes (107) on

to bending magnets (1010–1014), wigglers (1013–1016) and undulators (1015–1022) –

see Attwood (2000). The distinction between wigglers and undulators is set by the

deflection parameter aw;u ¼ eB=mckw;u that is a measure as of how strongly the

e-beam is deflected because of the interaction with the magnetic field. In wigglers

the magnetic field is stronger than in undulators and the magnets are more widely

spaced (lU is larger). Accordingly, the e-beam deflection is typically much larger

than in an undulator and consequently, wiggler based sources are less bright.

Optimal deflection parameter for maximal brightness is au ¼
ffiffiffi
2

p
, and this is

approximately where modern undulator based sources operate. For wigglers the

deflection parameter is typically measured in tens. In terms of this deflection

parameter k, and accounting for the double Doppler shift, the wavelength of the

emitted radiation is given by lX�ray ’ ðlU=2g2Þð1þ k2=2Þ. In order to Doppler

shift from a few centimeters to X-Ray, the e-beam has to be accelerated to GeV

(g in the thousands). This requires relatively large and expensive accelerator. In

fact, the size of undulators is not exactly negligible.

In an effort to overcome the stringent (GeV) acceleration requirements of

undulators and wigglers, X-ray sources based on Compton scattering have

emerged. These sources harness the electromagnetic field of a laser as a

Module
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Fig. 8.14 Energy recovery in an optical linear accelerator
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replacement for the static magnetic field of an undulator. A typical configuration is

a 180� incidence between the e-beam and the laser pulse, as described in Fig. 8.15

For an electromagnetic wiggler k ¼ eElL=2pm0c
2 and the radiation’s wave-

length on axis is lX-ray ¼ ðlL=4g2Þð1þ k2=2Þ; E being the amplitude of the electric

field and lL the laser wavelength. Comparing the two expressions, reveals an extra

factor of 2 in the relativistic double Doppler shift term 4g2, which is due to the fact

that the field is no longer static and the laser pulse propagates towards the e-beam.

While this factor is in our favor, the main benefit stems from the fact that the laser

wavelength lL is 4 orders of magnitude smaller than the undulator period lU and

consequently, the e-beam acceleration energy requirement is reduced by two orders

of magnitude from GeV to tens MeV. This is the main advantage of Compton

scattering sources over undulators. The deflection parameter of Compton sources is

of the order of k � 1 to the very most, provided that high power laser pulses (TW)

are used (Babzien et al. 2006; Schwoerer et al. 2006).

In recent years, several groups have reported successful X-Ray generation via

Compton scattering from a laser pulse. In 2000, at the Brookhaven National

Laboratory Accelerator Test Facility (BNL ATF) collaborators reported (Pogorelsky

et al. 2000) generation of 6.5 keV photons by scattering a 10.6 mm CO2 laser from a

60 MeV e-beam. A collaboration at the Lawrence Livermore National Laboratory,

at the PLEIADES facility, demonstrated generation of 78 keV X-Ray photons

(Gibson et al. 2004) using a 57 MeV e-beam and an 820 nm Ti:sapphire laser. An

all-optical setup was reported more recently (Schwoerer et al. 2006), employing an

800 nm Ti:sapphire laser split into two pulses: one used for the acceleration of

electrons (5 MeV) and the second, counter-propagating pulse, used for Compton

scattering. Photons emerged in the energy range between 0.4 to 2 keV.

In typical Compton scattering experiments the laser pulse, propagating in free-

space, and the e-beam are focused to a spot size of tens of microns in diameter –

aiming to enhance the local power density which, in turn, facilitates higher X-ray

brightness. Obviously, focusing the laser comes at the expense of the interaction

Z R

D Z

Fig. 8.15 Conventional free space Compton scattering setup. An interaction between a laser and

an e-beam, propagating towards each other generates X-Ray emission in the +z direction. The laser

is typically focused to a ten-micron spot, which corresponds to Rayleigh length zR of the order of

millimeter. Dz is the overall interaction length
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length between the e-beam and the laser – which is approximately two Rayleigh

lengths. Moreover, a shorter interaction length implies a broader X-ray spectrum – low

monochromaticity. Compromising one at the expense of the other is of limited

appeal, and a setup that facilitates both high-power density and long interaction is

desirable.

The easiest conceptual method to decouple focusing from interaction length is

by introducing a wave-guiding structure. For this purpose, rather than using a Bragg

structure that supports a TM01 mode for acceleration purposes, we employ a

different design. It facilitates propagation of a TEM mode (see Sect. 5.4.4) which

has a uniform transverse profile in the interaction region and the latter, in principle,

can extend at will. Obviously, in practice, emittance and defocusing of the e-beam

will limit the interaction length. Schematics of the all-optical structure is illustrated

in Fig. 8.16: the first stage is an optical Bragg acceleration structure that harnesses

the laser field to accelerate the electrons as the two propagate parallel to each other.

In the second stage, the electrons propagate anti-parallel to the laser pulse and

X-ray radiation is generated parallel to the beam – for detailed analysis see

Karagodsky et al. (2010).

Relying on a Bragg structure for a Compton scattering process significantly

improves the overall operation of an X-ray source by decoupling focusing and

interaction length. In order to quantitatively assess the improvement, we proceed to

a comparison between the two configurations: (1) Compton scattering based on

free-space Gaussian laser-beam (2) Compton scattering in a Bragg structure. For

adequate comparison, we assume that both systems have the same e-beam

characteristics and the laser injected into both systems is identical in terms of

power and polarization (linear).

For simplicity, we make the comparison in a two-dimensional regime. This

means that in both configurations the laser profile is focused along the x-axis only

and is uniform along the y-axis. This also implies that the e-beam has a sheet-beam

shape. For a typical set of parameters [see Karagodsky et al. (2010)] and an

interaction length of Dz ¼ 103lL the minimal enhancement in the emitted energy

is 38 whereas for Dz ¼ 104lL the minimal enhancement is 119 – see Fig. 8.17.

The main reason for such enhancement is decoupling focusing and interaction

length by introducing a wave-guiding structure. This destructive trade-off is

ACCELERATOR

DZ

X-RAY SOURCE

Fig. 8.16 A two-stage all optical setup, the first stage being optical acceleration by TM01 mode

guided in an optical Bragg accelerator. The second stage is inverse Compton scattering inside a

Bragg structure with a different mode design (TEM)
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graphically described by the free-space curve: if zR is too small, the interaction is

too short, and if zR is too large, the focusing is too weak – in both cases the yield

falls off. Recently, Plettner and Byer (2008) suggested a similar concept but the

laser illumination is perpendicular to the e-beam.

Exercises

8.1. Calculate the two wake potentials, (8.1.42)–(8.1.43), as an electron

traverses two parallel plates separated by a distance D. Consider only
the region between the plates.

8.2. Calculate the two wake potentials, (8.1.42)–(8.1.43), as an electron

traverses a pill-box cavity of radius R and length D; the electron

moves along the axis. Consider only the internal region. Compare your

result with that in Exercise 8.1.

8.3. Consider a uniform cylindrical waveguide of radius R which is infinitely

long; ignore walls loss. Between z ¼ 0 and z ¼ D the waveguide is filled

with a dielectric material e which is frequency independent; otherwise

the waveguide is empty. Calculate the two wake potentials,

(8.1.42)–(8.1.43), as an electron traverses this system along its axis.

Compare your result with that in Exercises 8.1 and 8.2.
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Fig. 8.17 Comparison

between the X-ray yield of an

optical Bragg setup and the

yield of the free-space

configuration. The yield

enhancement is shown to

exceed 38 in a mm long

configuration and 119 in a cm

long configuration (assuming

lL ¼ 1 mm)
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pondermotive force, 342

power, 344

relativistic Hamiltonian, 342

macro-particle approach

buckets, 361–364

energy spread, 364–369

resonant particle solution, 360–361

radiation sources, 13

rippled-field magnetron, 371

spontaneous radiation

current density, 338

effective gradient, 341

energy factor, 338

Poynting flux, 339

wiggler and guiding magnetic field, 371

X-ray

harmonic generation, 381

quantum recoil, 380

roughness and resistive wall effects,

382–383

seeding techniques, 376–380

self focusing, 380

undulator errors, 381–382

G

Gas loaded FEL, 369–370

Gauss’s theorem, 26
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Global energy conservation, 217–218

Green’s function

hydrodynamic approximation, 305–308

macro-particle approach, 314–317

open periodic structure, 256–259

quasi-periodic structures, 292–298

Green’s scalar theorem

boundless case, Cerenkov radiation,

49–51

Cerenkov force, 60–63

coherent Cerenkov radiation, 56–59

cylindrical waveguide, Cerenkov radiation,

51–56

Ohm force, 63–64

Guided waves

characteristic impedance, 43

dielectric waveguide, 47–48

energy velocity, 41

group velocity, 42

interaction dielectric coefficient, 44

interaction impedance, 43

phase velocity, 42

TEM (see Transverse electromagnetic

(TEM) mode)

TE mode (see Transverse electric (TE)
mode)

TM mode (see Transverse magnetic (TM)

mode)

Gyrotron, 11–13

H

Hamiltonian formalism, 96–97

High-gain Compton regime

cold beam operation

Dirac delta function distribution, 350

space-charge effects, 351–353

Coulomb gauge, 347–348

pondermotive force, 348

warm beam operation, 353–355

Hydrodynamic approximation

classical dynamics, 100–102

Green’s function, 305–308

linearized, 175

I

Ideal amplifier, 215–216

Ideal oscillator, 216–217

Interference, space-charge waves,

150–151

Inverse Cerenkov effects, 412–413

Inverse FEL, 411–412

K

Kinetic approximation. See Liouville’s
theorem

Klystron, 9–10

L

Lagrangian formalism, 95–96

Laser wake-field accelerator (LWFA),

405–406

Lawson-Woodward theorem, 399

Linear acceleration

auxiliary coupling, 390

beam break-up (BBU), 397–399

constant gradient and constant impedance

structures, 386–390

Lawson-Woodward theorem, 399

phase dynamics, 390–393

scattering mechanism, 400

transverse effects, 393–397

two-beam accelerator, 400

Linear collider, optical accelerators

efficiency, 420

energy recovery, 420, 421

microbunch, 420

Liouville’s theorem, 98–100

Longitudinal wiggler FEL, 370

Lorentz gauge, 29

Lorentz reciprocity theorem, 31–32

Lorentz transformation, 104–106

Low-gain Compton regime

macroscopic current density, 343

normalized gain, 345

pondermotive force, 342

M

Macro-particle approach

buckets, 361–364

effective potential, 362, 363

Hamiltonian, 362–363

phase equation, 362

current density, 358

energy spread, Madey theorem, 365–366

interaction impedance matrix, 319

interaction, slowly tapered structure,

202–204

noise, 204–205

phase-space distribution, 199

collective effect, 200

energy spread, 200–201

saturation, 201–202

qualitative approach, 322–323

Index 439



Macro-particle approach (cont.)
resonant particle model 207–209,

360–361

space-charge term, 317–318

super-radiant emission, 205–206

Magnetron, 13–14

Maxwell’s equations, 24–32

Microwave gun, 17

N

Newtonian equations of motion, 94–95

Noise, 204–205

O

Ohm force, 63–64

Open structure accelerator, 413–415

Optical accelerators, 421–424

Oscillator

backward-wave, 191–193

resonant frequency, 183

spatial and temporal growth rate, 184

spatial variations, 223–225

temporal lethargy, 184

threshold current, 185

P

Panofsky-Wenzel theorem, 393–397

Parasitic hybrid mode, 226–229

Particle acceleration by stimulated emission

of radiation (PASER) 415–418

Periodic structures

Bragg waveguides

dispersion curves, 268–269

field distribution, 266–267

forces, layers and discontinuities,

269–274

matching layer, 262–266

quasi-TEM mode, 269

closed

dispersion relation, 240–244

interaction parameters, 245–249

spatial harmonics coupling, 243–245

open

dispersion relation, 251–253

Green’s function, 256–259

interaction parameters, 253–256

and non-periodic source, 259–261

transients and wakes

Bragg waveguide, 281–284

closed periodic structure, 277–281

wave-packet propagation, 275–277

Photo-injector, 329–331

Pierce-like theory, 171–181

Planar Bragg reflection waveguide, 263–265

Planar diode

particle density, 119

screened cathode, 118

space-charge, 120

thermionic emission, 121

Plasma-based acceleration

beam-driven plasma wake-field

acceleration (PWFA), 406–407

laser wake-field accelerator (LWFA),

405–406

Plasma beat-wave acceleration, 399

Poynting’s theorem, 25–29

Q

Quasi-periodic structures

homogeneous solution, 290–293

hydrodynamic approximation, 303–305

macro-particle approach, 311–323

non-homogeneous solution, 295–302

photo-injector, 329–331

surface roughness, 324–328

R

Radiation effects

ensemble, sources, 156–158

moving charge, 155–156

oscillating dipole, 153–155

synchrotron radiation, 158–166

Radiation reaction force, 34–35

Radiation sources

free electron laser (FEL), 13

gyrotron, 11–13

klystron, 9–10

magnetron, 13–14

traveling wave tube (TWT), 10–11

vircator, 14–15

Reciprocity theorem, 31–32

Regenerative beam break-up (BBU), 398

Resistive wall instability

characteristics, 144

dispersion relation, 143

finite conductivity, 142

lossy wall waveguide, 142

negative energy wave, 144

Resonant particle model, 207–209

RF photo injector, 17–18

Rippled-field magnetron, 371
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S

Seeding techniques

fluctuations, 378

high-gain harmonic generation, 377

normalized power, 379

self-seeded FEL, 376–377

Slow space-charge waves, 140–141

Slow-wave devices. See Backward-wave
oscillator (BWO); Traveling wave

tube (TWT)

Slow-wave structures

amplifier and oscillator, 210–225

macro-particle approach, 198–209

parasitic hybrid mode, 226–229

Smith-Purcell effect, 256–259

Space-charge waves, 139–149

Spatial lethargy, 176

Special theory of relativity, 103–109

Spontaneous radiation, free-electron laser,

336–341

Surface roughness, 324–328

Synchrotron radiation, 159–166

T

Transverse electric (TE) mode, 44–46

Transverse electromagnetic (TEM) mode,

37–39

Transverse magnetic (TM) mode, 39–41

Traveling wave tube (TWT), 10–11

Two beam accelerator (TBA), 400–404

Two-beam instability, 146–149

V

Vircator, 14–15

W

Wake effect, Bragg waveguide, 281–284

Wake-field acceleration

dielectric wake-field accelerator (DWFA),

407–409

periodic structure, 409–410

Wake-field, cavity, 74–78

Wave scattering

dielectric cylinder, evanescent waves,

83–86

metallic wedge, evanescent waves,

86–89

plane waves, dielectric cylinder, 79–83

Wiggler

electromagnetic, 372

electrostatic, 372–374

longitudinal FEL, 370

X

X-ray FEL

harmonic generation, 381

quantum recoil, 380

roughness and resistive wall effects,

382–383

seeding techniques, 376–380

self focusing, 380

undulator errors, 381–382
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